
TaskDecomposition,DynamicRoleAssignment,and
Low-BandwidthCommunicationfor Real-TimeStrategic Teamwork

�

PeterStoneandManuelaVeloso
ComputerScienceDepartment

Carnegie Mellon University
Pittsburgh,PA 15213�

pstone,veloso� @cs.cmu.edu
http://www.cs.cmu.edu/

�
˜pstone,˜mmv�

To appearin Artificial Intelligence,1999.

Abstract
Multi-agentdomainsconsistingof teamsof agentsthatneedto collaboratein anadversarialenviron-

mentofferchallengingresearchopportunities.In thisarticle,weintroduceperiodicteamsynchronization
(PTS)domainsastime-criticalenvironmentsin whichagentsactautonomouslywith low communication,
but in which they canperiodicallysynchronizein a full-communicationsetting. The two maincontri-
butionsof this article area flexible teamagentstructureanda methodfor inter-agentcommunication
in domainswith unreliable,single-channel,low-bandwidthcommunication.First, thenovel teamagent
structureallowsagentsto captureandreasonaboutteamagreements.Weachievecollaborationbetween
agentsthroughtheintroductionof formations. A formationdecomposesthetaskspacedefininga setof
roles. Homogeneousagentscanflexibly switchroleswithin formations,andagentscanchangeforma-
tionsdynamically, accordingtopre-definedtriggersto beevaluatedatrun-time.Thisflexibility increases
theperformanceof theoverall team.Our teamworkstructurefurtherincludespre-planningfor frequent
situations.Second,thenovel communicationmethodis designedfor useduringthelow-communication
periodsin PTSdomains. It overcomesthe obstaclesto inter-agentcommunicationin multi-agenten-
vironmentswith unreliable,high-cost,low-bandwidthcommunication.We fully implementedboth the
flexible teamworkstructureandthecommunicationmethodin thedomainof simulatedroboticsoccer,
andconductedcontrolledempiricalexperimentsto verify their effectiveness.In addition,our simula-
tor teammadeit to the semi-finalsof the RoboCup-97competition,in which 29 teamsparticipated.
It achieved a total scoreof 67–9over six differentgames,andsuccessfullydemonstratedits flexible
teamworkstructureandinter-agentcommunication.

1 Intr oduction

A multi-agentsystemwhich involvesseveral agentsthat collaboratetowardsthe achievementof a joint
objective is viewed asa teamof agents. Most proposedteamworkstructures(e.g. joint intentions[7],
sharedplans[13]) rely on agentsin a multi-agentsystemto negotiateand/orcontractwith eachotherin
orderto initiateteamplans.However, in dynamic,real-timedomainswith limited communication,complex
negotiationprotocolsmaytaketoomuchtime and/orbeinfeasibledueto communicationrestrictions.
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Our work hasbeenfocusedin time-criticalenvironmentsin which agentsin a teamalternatebetween
periodsof limited andunlimitedcommunication.This focusmotivatesthe introductionof Periodic Team
Synchronization(PTS)domains.In PTSdomains,duringthelimited communicationperiods,agentsneed
to actautonomously, while still working towardsa commonteamgoal. Time-criticalenvironmentsrequire
real-timeresponseand thereforeeliminatethe possibility of heavy communicationamongteamagents.
However, in PTSdomains,agentscanperiodicallysynchronizein a safe,full-communicationsetting.

Our work is situatedin anexampleof a PTSdomain,simulatedroboticsoccer[16]. In roboticsoccer,
teamscanplanstrategiesbeforethegame,athalftime,or atotherbreakpoints,but duringthecourseof the
game,communicationis limited. Thesoccerserver[25] is a widely usedroboticsoccersimulatorwith a
single,low-bandwidth,unreliablecommunicationchannelfor all agentsin theenvironment[1].

In this article,we describeour generalteammemberagentarchitecturesuitablefor creatingteamsof
agentsin PTSdomains.This architectureincludesa mechanismfor definingpre-determinedmulti-agent
protocolsaccessibleto the entire team,called locker-roomagreements. Within this teammemberagent
architectureandusingthelocker-roomagreement,wedefineourflexible teamworkstructurethatallowsfor
taskdecompositionanddynamicroleassignmentin PTSdomains.In addition,wedefineacommunication
protocolin serviceof thelocker-roomagreementthatis suitablefor useduringlow-communicationperiods
in a classof PTSdomains:domainswith low-bandwidth,singlechannelcommunicationenvironments.

The teammemberagentarchitecturedescribedin this article definesa completeagent, including
perception,cognition,andaction. It is fully implementedasa simulatedroboticsoccerteam.

This article is organizedasfollows. Section2 expandsuponthe introductionof PTSdomainsandthe
two maincontributionsof this article: a flexible teamworkstructureanda low-bandwidthcommunication
paradigm. Section3 presentsthe generalagentarchitecturewithin which both the flexible teamwork
structureandthelow-bandwidthcommunicationparadigmaresituated.Sections4 and5 formally present
the teamworkstructureandthecommunicationparadigmrespectively. Section6 givesdetailsof our full
implementationsof both main contributions of this article within the simulatedrobotic soccerdomain.
Section7 presentsextensive empiricalresultstestingtheeffectivenessof theseimplementations.Section8
is devotedto discussionandrelatedwork andSection9 concludes.

2 PTSDomains

We defineperiodicteamsynchronizationdomainsasdomainswith thefollowing characteristics:

� Thereis ateamof autonomousagents� thatcollaboratetowardstheachievementof ajoint long-term
goal � .

� Periodically, theteamcansynchronizewith norestrictionsoncommunication:theagentscanin effect
inform eachotherof their entire internalstatesanddecision-makingmechanismswith no adverse
effectsupontheachievementof � . Theseperiodsof full communicationcanbethoughtof astimes
atwhich theteamis “off-line.”

� In general(i.e.,whentheagentsare“on-line”):

– Thedomainis dynamicandreal-timemeaningthat teamperformanceis adverselyaffectedif
anagentceasesto actfor a periodof time: � is eitherlesslikely to beachieved,or likely to be
achievedfartherin thefuture. Thatis, consideragent�	� . Assumethatall otheragentbehaviors
arefixedandthatwere �
� to actoptimally, � wouldbeachievedwith probability � at time � . If
� � stopsactingfor any periodof time andthenresumesactingoptimally, either:

 � will beachievedwith probability ��� at time � with ������� ; or
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 � will beachievedwith probability � at time ��� with ������� .
– Thedomainhasunreliablecommunication, eitherin termsof transmissionreliability or band-

width limits. In particular:

 If anagent�
����� sendsamessage� intendedfor agent������� , then � arriveswith some

probability ��� 1; or
 Agent �	� canonly receive  messagesevery ! timeunits.

In theextreme,if �#" 0 or if  $" 0, thentheperiodsof full communicationareinterleavedwith periods
of no communication,requiringtheagentsto actcompletelyautonomously. In all cases,thereis a costto
relyingon communication.If agent �	� cannotcarryon with its actionuntil receiving a messagefrom ��� ,
thenthe team’s performancecould suffer. Becauseof theunreliablecommunication,the messagemight
not get throughon thefirst try. And becauseof the dynamic,real-timenatureof thedomain,the team’s
likelihoodof or efficiency atachieving � is reduced.

Roboticsocceris aPTSdomainsinceteamscanplanstrategiesbeforethegame,athalftime,or atother
breakpoints;but duringthecourseof thegame,communicationis limited. For example,thesoccerserver’s
communicationprotocol involvesa single, low-bandwidth,unreliablecommunicationchannelfor all 22
agents[1].

In PTSdomains,teamsarelong-termentitiessothatit makessensefor themto have periodic,reliable,
privatesynchronizationopportunitiesin whichthey canformoff-line agreementsfor futureusein unreliable,
time-criticalenvironments.Thisview of teamsis complementaryto teamsthatformonthefly for aspecific
actionandkeepcommunicatingthroughouttheexecutionof thatactionasin [7]. Instead,in PTSdomains,
teamsdefinecoordinationprotocolsduring the synchronizationopportunityand then disperseinto the
environment,actingautonomouslywith limited or nocommunicationpossible.

It hasbeenclaimedthat pre-determinedteamactionsarenot flexible or robust to failure [39]. In the
context of PTSdomains,a key contribution of our work is the demonstrationthat pre-determinedmulti-
agentprotocolscanfacilitateeffective teamworkwhile retainingflexibility . We call thesepre-determined
protocolslocker-roomagreements. Formedduringtheperiodicsynchronizationopportunities,locker-room
agreementsarerememberedidenticallyby all agentsandallow themto coordinateefficiently.

In this article, we presentthe teammemberagentarchitecture, an agentarchitecturesuitedfor team
agentsin PTSdomains.Thearchitectureallows for anagentto actcollaboratively basedon locker-room
agreements.

A firstapproachtoPTSdomainsis tobreakthetaskathandintomultiplerigid roles,assigningoneagent
to eachrole. Thuseachcomponentof the taskis accomplishedandthereareno conflictsamongagents
in termsof how they shouldaccomplishthe teamgoal. However suchan approachis subjectto several
problems:inflexibility to short-termchanges(e.g. onerobot is non-operational),inflexibility to long-term
changes(e.g.a routeis blocked),anda lack of facility for reassigningroles.

Weintroduceinsteadformationsasateamworkstructurewithin theteammemberagentarchitecture.A
formationdecomposesthetaskspacedefiningasetof roleswith associatedbehaviors. In ageneralscenario
with heterogeneousagents,subsetsof homogeneousagentscanflexibly switchroleswithin formations,and
agentscanchangeformationsdynamically.

Within thesePTSdomainsandourflexibleteamworkstructure,severalchallengesarise.Suchchallenges
include:

� how to representandfollow locker-roomagreements;

� how to determinetheappropriatetimesfor agentsto changerolesand/orformations;

� how to ensurethatall agentsareusingthesameformation;and
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� how to ensurethatall rolesin aformationarefilled: sincetheagentsareautonomousanddonotshare
memory, they couldeasilybecomeuncoordinated.

Also within the teammemberagentarchitecture,we introducea communicationparadigmappropri-
atefor agentsin PTSdomainswith single-channel,low-bandwidth,unreliablecommunicationduring the
dynamic,real-time(on-line) phasesof operation. Not all PTSdomainshave suchcommunicationenvi-
ronments,but agentsoperatingin thosethatdo canimplementthis communicationparadigmwithin their
locker-roomagreements.

In a nutshell,thecontributionsof this articleare: theintroductionof theconceptsof PTSdomainsand
locker-roomagreements;thedefinitionof a generalteammemberagentarchitecturestructurefor defining
a flexible teamworkstructure;the facilitation of smoothtransitionsamongrolesandentireformations;a
methodfor usingrolesto definepre-compiledmulti-step,multi-agentplans;andtechniquesfor dealingwith
the obstaclesto inter-agentcommunicationduring the low-communicationperiodsof PTSdomainswith
single-channel,low-bandwidth,unreliablecommunicationduringthe“on-line” periods.

In additionto simulatedroboticsoccer, thereareseveralotherexamplesof PTSdomains,suchashospi-
tal/factorymaintenance[9], multi-spacecraftmissions[30], searchandrescue,andbattlefieldcombat[39].
Therearealsoseveralotherdomainswith similarcommunicationrequirementsto theonesconsideredhere.
For example,auralcommunicationin crowdedsettingsis one. Both peopleandrobotsusingauralsensors
( [11]) mustcontendwith multiple simultaneousaudiblestreams.They alsohave a limit to theamountof
soundthey canprocessin a given amountof time, aswell asto the rangewithin which communication
is possible. Anotherexampleof sucha communicationenvironmentis arbitrarily expandablesystems.
If agentsaren’t aware of what other agentsexist in the environment,then all agentsmust usea single
universally-known communicationchannel,at leastin orderto initiate communication.

3 Ar chitecture Overview

The teammemberagentarchitectureis suitablefor PTSdomains. Individual agentscancapturelocker-
roomagreementsandrespondto theenvironment,while actingautonomously. Basedon a standardagent
paradigm,ourteammemberagentarchitectureallowsagentsto sensetheenvironment,to reasonaboutand
selecttheiractions,andto actin therealworld. At teamsynchronizationopportunities,theteamalsomakes
a locker-roomagreementfor useby all agentsduringperiodsof limited communication.Figure1 shows
thefunctionalinput/outputmodelof thearchitecture.

Theagentkeepstrackof threedifferenttypesof state:theworld state, the locker-roomagreement, and
the internal state. The agentalsohastwo different typesof behaviors: internal behaviorsandexternal
behaviors.

The world state reflectstheagent’sconceptionof therealworld, bothvia its sensorsandvia thepredicted
effectsof its actions. It is updatedasa resultof interpretedsensoryinformation. It may alsobe
updatedaccordingto the predictedeffectsof the externalbehavior module’s chosenactions. The
world stateis directlyaccessibleto bothinternalandexternalbehaviors.

The locker-room agreement is setby the teamwhenit is able to privately synchronize. It definesthe
flexible teamworkstructureandthe inter-agentcommunicationprotocols,if any. The locker-room
agreementis accessibleonly to internalbehaviors.

The internal state storestheagent’s internalvariables. It may reflectprevious andcurrentworld states,
possiblyasspecifiedby the locker-room agreement.For example,the agent’s role within a team
behavior couldbestoredaspartof the internalstate.A window or distribution of pastworld states
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Figure 1: A functionalinput/outputmodelof theteammemberagentarchitecturefor PTSdomains.

couldalsobestoredasa partof theinternalstate.Theagentupdatesits internalstatevia its internal
behaviors.

The internal behaviors updatetheagent’s internalstatebasedonits currentinternalstate,theworld state,
andtheteam’s locker-roomagreement.

The external behaviors referencethe world and internal states,and selectthe actionsto sendto the
actuators. The actionsaffect the real world, thus altering the agent’s future percepts. External
behaviors consideronly the world and internal states,without direct accessto the locker-room
agreement.

Internalandexternalbehaviors aresimilar in structure,asthey areboth setsof condition/actionpairs
whereconditionsarelogicalexpressionsover theinputsandactionsarethemselvesbehaviorsasillustrated
in Figure2. In bothcases,abehavior is adirectedacyclic graph(DAG) of arbitrarydepth.Theleavesof the
DAGs arethebehavior types’ respective outputs: internalstatechangesfor internalbehaviors andaction
primitivesfor externalbehaviors. Oneleaf is illustratedin Figure2.

if (condition) then Behavior(args)

if (condition) then Behavior(args)

if (condition) then Behavior(args)

if (condition) then Behavior(args)

if (condition) then Behavior(args)

if (condition) then Behavior(args)

Behavior(args)

Behavior(args)

if (condition) then Primitive(args)

if (condition) then Primitive(args)

if (condition) then Primitive(args)

Behavior(args)

Figure 2: Behaviors in theteammemberagentarchitecture.Both internalandexternalbehaviors areorganizedin a
directedacyclic graph.

This notionof behavior is consistentwith that laid out in [22]. In particular, behaviors canbenested
at differentlevels: selectionamonglower-level behaviors canbeconsidereda higher-level behavior, with
theoverall agentbehavior considereda single“do-the-task”behavior. Thereis onesuchtop-level internal
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behavior andonetop-level externalbehavior; they arecalledwhenit is time to updatethe internalstateor
actin theworld, respectively.

The following sectionintroducesthe teamworkstructurethat builds upon this teammemberagent
architecture. The teamworkstructureis designedfor usein PTSdomains. It exploits the locker-room
agreementandthebehavior definitionsof theteammemberagentarchitecture.

4 Teamwork Structure

Commonto all players,the locker-roomagreementincludesthe teamstructurewhile teammembersare
actingin a time-critical environmentwith limited or no communication.In this section,we presentour
teamworkstructure.It defines:

1. Flexible agentroleswith protocolsfor switchingamongthem;

2. Collectionsof rolesbuilt into teamformations; and

3. Multi-step,multi-agentplansfor executionin specificsituations:set-plays.

The teamworkstructureindirectly affects the agentexternal behaviors by changingthe agents’internal
statesvia internalbehaviors.

4.1 Roles

A role, % , consistsof a specificationof an agent’s internalandexternal behaviors. The conditionsand
argumentsof any behavior candependontheagent’scurrentrole,whichisafunctionof its internalstate.At
theextreme,a top-levelexternalbehavior couldbeaswitch,callinganentirelydifferentbehavior sub-graph
for eachpossiblerole. However, therolecanaffect theagent’s overall behavior at any level of its behavior
graph:it couldaffect just theargumentsof a behavior deeplyembeddedin thebehavior graph.

Rolesmayberigid, completelyspecifyinganagent’sbehavior. Or they maybeflexible, leaving acertain
degreeof autonomyto theagentfilling therole. For example,consideranagentthathasaccessto a clock
andthatcanblow a whistle.Role % couldrigidly specifythattheagentfilling it mustblow a whistleon the
hourevery hour. On theotherhand,role % couldleave someflexibility to theagentthatfills it, specifying
that no fewer than25%but no morethan75%of the timesthat thehourchanges,theagentmustblow a
whistle. In this case,the agentmuststaywithin a parametricrangein orderto successfullyfill the role,
but on everygivenhourchange,it canchoosefor itself whatto do. By specifyingrangesof parametersor
behavior options,theagentfilling role % canbegivenanarbitraryamountof flexibility .

A role in theroboticsoccerdomain,canbeapositionsuchasamidfielder. In thehospitalmaintenance
domain,arolecouldspecifythewing of thehospitalwhosefloorstheappropriateagentshouldkeepclean,
while in thewebsearchdomain,it couldspecifya server to search.

4.2 Formations

We achievecollaborationbetweenagentsthroughtheintroductionof formations. A formationdecomposes
thetaskspacedefininga setof roles. Formationsincludeasmany rolesasthereareagentsin theteam,so
thateachrole is filled by oneagent. In addition,formationscanspecifysub-formations,or units, thatdo
notinvolvethewholeteam.A unit consistsof asubsetof rolesfrom theformation,acaptain, andintra-unit
interactionsamongtheroles.

For a teamof & agents�'")(*� 1 + � 2 +-,.,-,/+ �
021 , any formationis of theform
3 ")(54 + (	6 1 + 6 2 +-,.,-,7+ 698�1	1
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where 4 is a setof roles 4:";(*% 1 + % 2 +-,.,.,<+ %=021 suchthat >@?")A�BC% � ?"D% � . Note that therearethesame
numberof rolesasthereareagents.However, it is possibleto defineredundantrolessuchthatthebehavior
specificationof %=� is equivalentto thatof %E� ( >F?"�A ). Eachunit 6G� is asubsetof 4 : 6G�H"I(*%=� 1 + %=� 2 +.,.,-,/+ %J�K8-1
suchthat % �KL ��4 , �M?"ONPBQ% �KL ?")% �KR and % � 1 is thecaptain, or unit leader. Themap �TSUQ4 is not fixed:
rolescanbefilled by differenthomogeneousagents.A singlerolemaybeapartof any numberof unitsand
formations.

Units areusedto dealwith local problemsolving issues.Ratherthaninvolving the entireteamin a
sub-problem,the rolesthat addressit areorganizedinto a unit. Captainsareunit-memberswith special
privilegesin termsof directingtheotherunit members.

Rolesandformationsareintroducedindependentlyfrom theagentsthat areto fill them. The locker-
roomagreementspecifiesaninitial formation;aninitial mapfrom agentsto roles;andrun-timetriggersfor
dynamicchangingof formations. At any giventime, eachagenthasanopinionasto what formationthe
teamis currentlyusing. Agentskeepmappings�TSUQ4 from teammatesto rolesin thecurrentformation.
All this teamstructuringinformationis storedin theagent’s internalstate.It canbealteredvia theagent’s
internalbehaviors.

Sinceagentsareautonomousandoperatingin aPTSdomain,duringtheperiodsof limited communica-
tion thereis noguaranteethatthey will all think thattheteamisusingthesameformation,northatthey have
accuratemaps�'SUV4 . In fact,theonlyguaranteeis thateachagentknowsitsowncurrentrole. Thus,in our
implementationof theteamworkstructure,wecreaterobustbehaviors for teamagentswhichdonotdepend
uponhaving correct,up-to-dateknowledgeof teammates’internalstates:they degradegracefully. When
limited communicationis available,efficient low-bandwidthcommunicationprotocolscanallow agentsto
inform eachotherof their rolesperiodically. Figure3 illustratesa teamof agentssmoothlyswitchingroles
andformationsover time.

a4a3a2a1

Time

Formations

r1

r3

r4

r5

r6

r2

F2F1

Units

Roles
F1= ( r2,r4,r5,r6,( r4,r51	1
F2= ( r1,r3,r5,r6,( r5,r61	1

TeamFormation= F2
�'SUV4 = ( (a1,r5),(a2,r6),(a3,r1),(a4,r3)1

TeamFormation= F2
�'SUV4 = ( (a1,r5),(a2,r3),(a3,r6),(a4,r1)1

TeamFormation= F1
�'SUV4 = ( (a1,r5),(a2,r4),(a3,r6),(a4,r2)1

Figure 3: A teamof agentssmoothlyswitchingrolesandformationsover time. Dif ferentrolesarerepresentedas
differentlyshadedcircles. Formationsarepossiblyoverlappingcollectionsof roles. Units within theformationsare
indicatedwithin a dottedenclosure.Thedefinitionsof all roles,formations,andunitsareknown to all agents.An
agent’s currentrole is indicatedby theshadedcircle in its headandits currentformationis indicatedby anarrow to
theformation. Theagentsfirst switchroleswhile stayingin thesameformation;thenthey switchto anentirelynew
formation.
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4.3 Set-Plays

As a partof thelocker-roomagreement,theteamcandefinemulti-stepmulti-agentplansto beexecutedat
appropriatetimes. Particularly if therearecertainsituationsthat occurrepeatedly, it makessensefor the
teamto deviseplansfor thosesituationsaheadof time. We definea set-playasthecombinationof:

� A trigger conditionindicatingthesetof statesin which theset-playis activated;and

� A set of set-playroles 4#WYXZ"[(*\/�]% 1 +.,-,.,/+ \/�]%J^_1 , �C`a& defining the actionsto be takenby the
participantsin theset-play. Eachset-playrole \<�]% � includes:

– A set-playbehaviorto beexecuted;and

– A terminationconditionindicatingthesetof statesin which anagentshouldceasefilling the
set-playroleandresumeits normalbehavior.

Theset-playsaredefinedin thelocker-roomagreementsothatthey areknown to all agentsontheteam.
Notethata set-playneednot involve theentireteam: �b`'& . Thelocker-roomagreementalsoincludesa
generalfunctionto maprolesin a formationto rolesin a set-play:

3 SUc4 WdX . Thusset-playrolesarenot
assignedto pre-determinedagents;insteadthey arefilled by whicheveragentis filling theappropriaterole
in theteam’s currentformation.

5 Communication Paradigm

The teamworkstructuredefinedin Section4 is designedto be appropriatefor all PTSdomains. In the
subclassof PTSdomainswith single-channel,low-bandwidth,unreliablecommunicationduringtheperiods
of limited communication,suchasthesoccerserver, thecommunicationparadigmdefinedin this section
is alsoappropriate.Thecommunicationparadigmfurther illustratestheuseof thelocker-roomagreement
within theteammemberagentarchitecture.RecallthatPTSdomainsmayhavenocommunicationpossible
during the“on-line” periods. In thosecases,of course,thecommunicationparadigmpresentedheredoes
notapply.

Domainswith single-channel,low-bandwidth,unreliablecommunicationraiseseveral challengesfor
inter-agentcommunication.Thelocker-roomagreementcanbeusedto makeinter-agentcommunication
moreefficientandreliable.Thefive challengesaddressedby ourcommunicationapproachare:

1. Teammembersneedsomemethodof identifyingwhichmessageson thesinglechannelareintended
for whichagent.

2. Sincethereis a singlecommunicationchannel,agentsmustbe preparedfor active interferenceby
hostileagents.A hostileagentcouldmimic messagesit haspreviouslyheardat randomtimes.

3. Sincethecommunicationchannelhaslow bandwidth,theteammustpreventitself from “talking all
atonce.” Many communicationutterancescall for responsesfrom all teammembers.However, if all
teammembersrespondsimultaneously, few of theresponseswill getthrough.

4. Sincecommunicationis unreliable,agentsmustbe robust to lost messages:their behaviors cannot
dependuponreceiving communicationsfrom a teammate.

5. Teamsmust determinehow to maximizethe chancesthat they are using the sameteamstrategy
(formation)despitethefactsthateachis actingautonomouslyandthatcommunicationis unreliable.
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Communication Envir onment� Many agents,teams� Single-channel� Low-bandwidth� Unreliable�

Challenges� Messagetargetinganddistinguishing� Robustnessto active interference� Multiple simultaneousresponses� Robustnessto lost messages� Teamcoordination
Table1: Thecharacteristicsandchallengesof thetypeof communicationenvironmentconsideredin this thesis.

Thecharacteristicsandchallengesof thiscommunicationenvironmentaresummarizedin Table1.
In orderto meetthesechallenges,a teamusesmessageswith thefollowing fields,all of whosesyntax

andsemanticsaredefinedwithin thelocker-roomagreement:

� The � team-identifier� identifiesmessagesfrom within the teamasopposedto anotherteamin an
adversarialenvironment.

� The � unique-team-member-ID � is adifferentsequentialintegerassignedto eachteammember.

� The � encoded-time-stamp� is a securitycodethatcanbeusedto verify a message’sauthenticity.

� The � time-stamped-team-strategy � indicatesthecurrentformationthatthesenderbelievestheteam
is using.

� The � selected-internal-state� cancontainportionsof thesender’s internalstate.

� The � message-type� and � message-data� containthesemanticcontentof theindividualmessage.
Themessagescanuseany syntacticandsemanticcodes(KQML [10] andKIF [12] for example).The
locker-roomagreementalsoincludesamappingfrom messagetypeto responserequirements.

� The � target� indicatesthe intendedrecipient(s)of the message.It could be intendedfor a single
teammemberidentifiedeitherby � unique-team-member-ID � or by role within the team’s current
formation;for a unit of thecurrentformation;or for all teammembers.

In additionto theprotocoldefinedwithin thelocker-roomagreement,someinternalstatevariablesneed
to be devotedto communication.Whenan agenthearsa message,it interpretsit andupdatesthe world
stateto reflectany informationtransmittedby themessage.It alsostoresthecontentof themessageasa
specialvariablelast-messa ge. Furthermore,basedonthelocker-roomagreement,aninternalbehavior
then updatesthe internalstate. If the messagerequiresa response,threevariablesin the internalstate
aremanipulatedby aninternalbehavior: response , response-f la g, andcommunicat e-d el ay .
response is theactualresponsethatshouldbegivenby theagentasdeterminedin partby thelocker-room
agreement.All threeof thesevariablesarethenreferencedby anexternalbehavior to determinewhena
responseshouldbegiven. For exampleonecondition-actionpair of thetop-level externalbehavior might
be: if (respons e-f la g set and communicat e-d el ay= =0) then say(resp ons e) .

Theremainderof thissectiondetailshow theseparticularmessagefieldsandinternalstatevariablescan
beusedto meetthechallengessummarizedin Table1.

5.1 MessageTargeting and Distinguishing

Sincethereis a singlecommunicationchannel,agent�
� hearsmessagessentby all agentswhetheror not
they areintendedfor it. Messagessentby agentsfrom anotherteamarecompletelyignored.Messagessent
by ateammateareidentifiedby the � team-identifier� field. Sinceall teammembersknow thelocker-room
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agreement,agentsmonitorall messagesfrom teammatesto determinetheir teammates’internalstates,even
if thecontentof themessageis intendedfor anotherteammate.

Agentscandistinguishmessagesthat are intendedfor themby checkingthe � team-identifier� and
� target� fields. An agent� � paysattentionto a messagefrom a memberof thesameteamthatis targeted
to �
� , to theentireteam,or to somesubsetof theteamthatincludes�	� . The � target� field couldidentify an
individualagenteitherby its uniqueID numberor by therole thatit is currentlyplaying. Thus,a message
couldbesentto theagentplayingaparticularrolewithoutknowingwhichagentthatis. Similarly, amessage
couldbetargetedtowardsall agentsin aunit of theteam’s currentformation.

5.2 Robustnessto Active Interfer ence

Theonly furtherdifficulty relatedto an agentdistinguishingwhich messagesareintendedfor it arisesin
thepresenceof active interference.Considera hostileagente which hearsa messagethat is directedto �	�
at time � . e hasfull accessto themessagesinceall agentsusethesamecommunicationchannel.Thusif e
remembersthemessageandsendsanidenticalmessageat time f , agent�
� will mistakenlybelieve thatthe
messageis from a teammate.Althoughthemessagewasappropriateat time � , it maybeobsoleteat time f
andit couldpotentiallyconfuse� � as e intends.

This potentialdifficulty is avoidedwith the � encoded-time-stamp� field. Even a simpletime stamp
is likely to safeguardagainstinterferencesince e is not privy to the locker-roomagreement:it doesnot
necessarilyknow which field is thetime stamp.However, if e discoverswhich field is thetime stampby
noticingthat it alwaysmatchesthe time of themessage,it couldalter thefield basedon the time elapsed
betweentimes � and f . Indeed,if thereis a globally accessibleclock, e would simply have to replace�
with f in themessage.However, theteamcansafeguardagainstsuchinterferencetechniquesby encoding
the time-stampusingan injective functionchosenasa part of the locker-roomagreement.This function
canuseany of theothermessagefieldsasargumentsin orderto makedecryptionasdifficult aspossible.
The only requirementis that a teammatereceiving the messagecaninvert the function to determinethe
time at which themessagewassent. If the time at which it wassentis eithertoo far in thepastor in the
future(accordingto thelocker-roomagreement),thenthemessagecanbesafelyignored.In particular, the
locker-roomagreementhasavariablemessage-l ag-to le ran ce encodingthistime. If amessagesent
at time � arrivesat time f with fhgM�i� message-l ag- to ler ance , thenthemessageis ignored.

By observingenoughmessagesandcomparingthemwith theactualtime,it is theoreticallypossiblefor
hostileagentstocracksimplecodesandalterthe � encoded-time-stamp� fieldappropriatelybeforesending
a falsemessage.However, the functioncanbemadearbitrarily complex so thatsucha feat is intractable
within the context of the domain. If secrecy is critical and computationunconstrained,a theoretically
safeencryptionschemecanbe used. The degreeof complexity necessarydependsupon the numberof
messagesthat will be sentafter the locker-room agreement.With few enoughmessages,even a simple
linearcombinationof thenumericalmessagefieldsmaysuffice.

5.3 Multiple SimultaneousResponses

Thenext challengeto meetis thatof messagesthatrequireresponsesfromseveralteammates.However, not
all messagesareof thistype. For example,amessagemeaning“whereareyou?” requiresaresponse,while
“look out behindyou” doesnot. Thereforeit is first necessaryfor agentsto classifymessagesin termsof
whetheror not they requireresponsesasafunctionof the � message-type� field. Sincethelow-bandwidth
channelpreventsmultiplesimultaneousresponses,theagentsmustalsoreasonaboutthenumberof intended
recipientsasindicatedby the � target� field. Taking thesetwo factorsinto account,therearesix typesof
messages,indicatedhereasa1,a2,a3,b1,b2,andb3:
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Responserequested
MessageTarget no yes

Singleagent a1 b1
Wholeteam a2 b2
Part of team a3 b3

Whenhearingany message,theagentupdatesits internalbeliefsof theotheragent’s statusasindicatedby
the � time-stamped-team-strategy � and � selected-internal-state� fields.However, only whenthemessage
is intendedfor it doesit considerthe contentof the message.Then it usesthe following algorithmin
responseto themessage:

1. If themessagerequiresno response(typesa1–3),theagentsimplyupdatesits internalstate.

2. If the messagerequiresa responsethen set response to the appropriateresponsemessage,
response-f lag = 1 and

� If theagentwastheonly target(typeb1),respondimmediately:
communicat e-d el ay = 0;

� If themessageis sentto morethanonetarget (typesb2 andb3), setcommunica te- delay
basedon the differencebetweenthe � unique-team-member-ID � of the messagesenderand
thatof thereceiver. Thuseachteammaterespondsatadifferenttime,leaving timefor teammate
messagesto go through.

An internalbehavior keepsdecrementingcommunica te- delay astime passes.An externalbehavior
usesthecommunicationcondition-actionpairpresentedabove:

if (response- fl ag set and communicat e- del ay ==0) then say(respon se)
wheresayis anactuatorprimitive. Playersalsosetthecommunica te- delay variablein theeventthat
they needto sendmultiplemessagesto thesameagentin ashorttime. Thiscommunicationparadigmallows
agentsto continuereal-timeactingwhile reasoningabouttheappropriatetime to communicate.

5.4 Robustnessto Lost Messages

In orderto meetthechallengeraisedby unreliablecommunicationleadingto lost messages,agentsmust
notdependoncommunicationto act.Communicationis structuredsothatit helpsagentsupdatetheirworld
andinternalstates.But agentsdo not stopactingwhile waiting for communicationsfrom teammates.As
broughtup in [38], sucha casecouldcauseinfinite loopingif a critical teammatefails to respondfor any
reason.As well ascontinuingto act while waiting for communica te- delay to expire, agentsensure
that they do not rely on inter-agentcommunicationby continuingto actwhile waiting for responsesfrom
teammates.They alsomaintainworld andinternalstateswithout help from teammates.Communication
canimprove the reliability of an agent’s world stateby elucidatingsomeof an agent’s hiddenstate;but
communicationis notnecessaryfor anagentto maintainareasonableapproximationof theworld state.

5.5 TeamCoordination

Finally, teamcoordinationisdifficult toachievein thefaceof thepossibilitythatautonomousteammembers
maynot agreeon the � time-stamped-team-strategy � or themappingfrom teammatesto roleswithin the
teamstrategy. Again, thereare no disastrousresultsshouldteammemberstemporarilyadoptdifferent
strategies;however they aremorelikely to achieve theirgoal � if they canstaycoordinated.

Onemethodof coordinationis via the locker-room agreement.Agentsagreeon globally accessible
environmentalcuesas triggers for switchesin teamstrategy. Another methodof coordinationwhich
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complementsthisfirst approachis via thetimestamp.Whenhearingamessagefrom ateammateindicating
that the teamstrategy is differentfrom theagent’s currentideaof the teamstrategy, theagentadoptsthe
morerecentteamstrategy: if thereceivedmessage’s teamstrategy hasatime-stampthatis morerecentthan
thaton theagent’scurrentteamstrategy, it switches;otherwiseit keepsthesameteamstrategy andinforms
its teammateof thechange.Thuschangesin teamstrategy canquickly propagatethroughtheteam.

In particular, supposethat agent �
� heardat time � that the teamformation is
3

1. It then hearsa
messagefrom agent ��� indicatingthat the teamformationwasset to

3
2 at time f . If �$�:f , then

3
2 is

a morerecentteamdecisionandit updatesits notionof the team’s formationto
3

2. However, if fj�)� ,
it is agent �5� thathasanobsoleteview of the formation. �
� thensendsa messageto ��� indicatingin the
� time-stamped-team-strategy � field that theformationwassetto

3
1 at time � , thuscausing��� to update

its notion of the team’s formation. In the rareeven that ��"Df , the locker-roomagreementmustspecify
anorderof precedenceamongrolesin orderfor theagentsto determinewhich agent’s ideaof thecurrent
formationto regardascorrect.

Dependingon theavailablebandwidthin theparticularapplication,the � selected-internal-state� can
alsobeusedto facilitateteamcoordinationby helpingto keeptheteammembersup-to-dateregardingthe
mapping�'SUV4 , andperhapsregardingobjectlocationsthatmightbehiddento individualagents.

6 Implementation in the Robotic SoccerDomain

Roboticsoccerisaverygoodexampleof aPTSdomain:teamscancoordinatebeforethegame,athalf-time,
andatotherbreakpoints,butcommunicationis limitedduringplay[17]. Introducedby Mackworth[20], the
roboticsoccerdomainhasbeengainingpopularityasanAI androboticstest-bed,with systemshaving been
recentlydevelopedboth in simulationandwith real robots[16]. Roboticsocceris a multi-agentdomain
with heterogeneous(at leasttwo typesof agentsevenif eachteamis homogeneous),communicatingagents.
For asurvey of researchissuesarisingin thistypeof domain,see[32]. Theresearchpresentedin thisarticle
wasfirst developedin simulationandsomeof it hasalsobeensuccessfullyusedonourrealrobotteam[41].

Thesoccerserver [25, 1], whichservesasthesubstratesimulatorfor theresearchreportedin thisarticle,
capturesenoughreal-worldcomplexities to be a very challengingdomain. This simulatoris realistic in
many ways: (i) theplayers’vision is limited; (ii) theplayerscancommunicateby postingto a blackboard
that is visible (but not necessarilyintelligible) to all players;(iii) eachplayeris controlledby a separate
process;(iv) eachteamhas11 members;(v) playershave limited stamina;(vi) actuatorsandsensorsare
noisy; (vii) dynamicsandkinematicsare modeled;and (viii) play occursin real time: the agentsmust
reactto their sensoryinputsat roughly the samespeedashumanor robotic soccerplayers. The soccer
server wassuccessfullyusedas the basisfor the RoboCup-97simulatorcompetitionin which 29 teams
participated[17].

As presentedin [1] The soccerserver modelsa communicationenvironmentappropriatein a time-
pressured,crowdedenvironment.All 22 agents(11 on eachteam)usea single,unreliablecommunication
channel. Whenone agentspeaks,agentson both teamscan hearthe messageimmediatelyalong with
the (relative) directionfrom which it came. Thespeakeris not inherentlyknown. Agentshave a limited
communicationrange,hearingonly messagesspokenfrom within a certaindistance. They alsohave a
limited communicationcapacity, hearinga maximumof 1 messageevery 200 msec(actionsarepossible
every 100msec,soif all otheragentsarespeakingasfastasthey can,only 1 of every 42messageswill be
heard).Thuscommunicationis extremelyunreliable.We useversion3 of this simulatorfor the research
reportedin thisarticle.

This sectiondetailsthe full implementationsof both main contributionsof this article: the flexible
teamworkstructureandthenovel communicationparadigm.Both implementationsareunifiedwithin the
sameroboticsoccersystem:theCMUnited-97simulatorteam[33].
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� All 22agents(includingadversaries)onsamechannel� Limited communicationrangeandcapacity� No guaranteeof soundsgettingthrough� Instantaneouscommunication

Table2: Characteristicsof thesoccerserver communicationmodel.

6.1 Teamwork Structur eImplementation

Oneapproachto taskdecompositionin thesoccerserver is to assignfixed positionsto agents.1 Suchan
approachleadsto severalproblems:i) short-terminflexibility in thattheplayerscannotadapttheirpositions
to theball’slocationonthefield; ii) long-terminflexibility in thattheteamcannotadapttoopponentstrategy;
andiii) local inefficiency in thatplayersoftengettired runningacrossthefield backto their positionsafter
chasingtheball. Our formationsallow for flexible teamworkandcombattheseproblems. (As the term
“position” is oftenusedto denotetheconceptof “role” in thesoccerdomain,in thissectionweusethetwo
termsinterchangeably.)

This sectiondescribesthe CMUnited-97simulator teamimplementationof the teamworkstructure
presentedin Section4. In the context of the teammemberagentarchitecturein Section3, it covers the
locker-roomagreement,theinternalbehaviors,andtheinternalstate.

6.1.1 Domain Instantiations of Rolesand Formations

Figure4 shows a simplified top-level externalbehavior usedby a teamagent. Theagent’s top priority is
to locatetheball. If theball’s locationis known, it movestowardstheball or goesto its position(i.e., to
assumeits role), dependingon its internalstate. It alsorespondsto any requestedcommunicationsfrom
teammates.

If (Ball known AND Chasing)
If (Ball known AND Not Chasing)
If (Commuincate Flag Set)

If (Ball Lost)
Handle Ball(args1)

Communicate()

External Behavior:  Play Soccer()

Face Ball()

Passive Offense(args2)

Figure 4: An exampleof a simplifiedtop-level externalbehavior for a roboticsoccerplayer.

Thereferenced“handleball” and“passiveoffense”behaviorsmaybeaffectedby theagent’scurrentrole
and/orformation.Sucheffectsarerealizedby referencesto theinternalstateeitherat thelevel of function
arguments(args1,args2),or within sub-behaviors. Noneof theactionsin thecondition-actionpairshere
areactionprimitives;rather, they arecallsto lower level behaviors.

The definition of a position includeshomecoordinates, a homerange, and a maximumrange, as
illustratedin Figure5. Theposition’shomecoordinatesarethedefaultlocationto which theagentshould
go. However, theagenthassomeflexibility , beingableto setits actualhomepositionanywherewithin the
homerange.Whenmoving outsideof themaxrange,theagentis nolongerconsideredto bein theposition.
Thehomeandmaxrangesof differentpositionscanoverlap,evenif they arepartof thesameformations.

A formationconsistsof a setof positionsanda setof units(asdefinedin Section4.2). Theformation
andeachof the unitscanalsospecifyinter-positionbehavior specificationsfor the memberpositions,as
illustratedin Figure6(a). In thiscase,theformationsspecifyinter-roleinteractions,namelythepositionsto

1Oneof the teamsin Pre-RoboCup-96[15] usedanddependedupontheseassignments:the playerswould passto the fixed
positionsregardlessof whethertherewasaplayerthere.
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Max Range

Home Range

Center

Midfielder,
Left

Goalie,

Home Coordinates

Figure 5: Dif ferentpositionswith homecoordinatesandhomeandmaxranges.

whichaplayershouldconsiderpassingtheball. Weusedecisiontreelearningto helpplayersdecidewhere
to pass[36]. Figure6(b) illustratestheunits,therolesinvolved,andtheir captains.Here,theunitscontain
defenders,midfielders,forwards,left players,centerplayers,andright players.

= Unit = Unit Captain

(a) (b)

Figure 6: (a) A possibleformation(4-3-3)for a teamof 11 players.Arrows representpassingoptions.(b) Positions
canbelongto morethanoneunit.

Sincetheplayersareall autonomous,in additionto knowing its own role, eachonehasits own belief
of the team’s currentformationalongwith the time at which that formationwasadopted,anda mapof
teammatesto positions.Ideally, theplayershave consistentbeliefsasto theteam’sstate,but thiscondition
cannotbeguaranteedbetweensynchronizationopportunities.

For example,considerthepassive offensebehavior in Figure4. This externalbehavior referencesthe
agent’s internalstatevia aseriesof functioncalls. Specifically, theagentis to moveto somelocationwithin
thehomerangeof its currentpositionin theteam’s currentformation:

k�lnm
oqp*r�sntvu	l	rxw*t�y ��z t5{xp5|}l�y}oqp]~d�n�2��t���w.rxw5t5y�~d�5�]mnmvp-y}r	��t2m5{]l	rxw.t�y�~��/��� (1)

whereHomeRange(p) returnsthehomerangeof positionp; MyPositio n(f ) returnsa player’s own
currentpositionin formationf; andCurrentFo rmati on( ) returnstheplayer’sownopinionof theteam’s
currentformation. Thusthe internalbehaviors that determinetheplayer’s currentpositionandformation
affect its externalbehavior. Notice thatby specifyinga rangeof possiblelocations,the role leavessome
flexibility to theautonomousplayer: it canchoosewhich specificTargetLoc ati on to move to within
therange.

Differentrolescanalsohave entirelydifferentexternalbehaviors. As presentedin Section4.1, each
rolecouldhave anentirelydifferentexternalbehavior subgraph.

Ourteamworkstructurefor PTSdomainsallowsfor severalsignificantfeaturesin oursimulatedsoccer
team.Thesefeaturesare: (i) thedefinitionof switchingamongmultiple formationswith units;(ii) flexible
positionadjustmentandpositionswitching;(iii) andpre-definedspecialpurposeplays(set-plays).

14



6.1.2 Dynamic Switching of Formations

We implementedseveraldifferentformations,rangingfrom very defensive (8-2-0)to very offensive (2-4-
4).2 Thefull definitionsof all of theformationsarea partof thelocker-roomagreement.Therefore,they
areall known to all teammates.However duringtheperiodsof full autonomyandlimited communication,
it is not necessarilyknown what formationtherestof theteammatesareusing. Threeapproachescanbe
takento addressthis problem:

Static formation: theformationis setby thelocker-roomagreementandneverchanges;

Run-time formation switch: duringteamsynchronizationopportunities,theteamsetsgloballyaccessible
run-timeevaluationmetricsasformation-changingindicators.

Communication-triggered formation switch: one team memberdecidesthat the team should switch
formationsandcommunicatesthedecisionto teammates.

Bothrun-timeformationswitchesandcommunication-triggeredformationswitchesareinternalbehav-
iors. Therun-timetriggersandcommunicationprotocolsaredefinedin thelocker-roomagreement.When
a run-timeevaluationmetric indicatesthat the formationshouldchange,or whena heardcommunication
triggersaformationchange,aninternalbehavior changestheplayer’sopinionof theteam’sformationin its
internalstate.

This changein internal statecan then affect external behaviors. For example, a switch in for-
mationschangesthe output of the CurrentFo rmati on() function in Equation1. The outputsof
MyPositio n() andHomeRange() arealsoaltered:thenew formationconsistsof adifferentcollection
of roleswith differenthomeranges.Thusthepassive offenseexternalbehavior changesasa resultof the
formationswitch.

TheCMUnited-97simulatorteamusesrun-timeformationswitches.Basedon theamountof time left
relative to the differencein score: the teamswitchesto an offensive formationif it waslosing nearthe
endof thegameanda defensive formationif it waswinning. Specifically, the teamstartsout in a 4-4-2
formation. If ∆ �)>�&xf����.\ is thenumberof minutesleft in thegame,and∆ ���=�5%*� is thedifferencein score
(∆ ���=�*%5�h� 0 if the teamis winning; ∆ ���=�5%*��� 0 if theteamis losing),thentheteamusesthefollowing
run-timealgorithm:

� If ∆ ���=�*%5�#� 0 and g ∆ ���=�5%5�#� ∆ �)>�&xf����.\ , thenswitchto a 3-3-4formation;

� If ∆ ���=�*%5�#� 0 and∆ ���=�5%5��� ∆ ��>�&xf��7�-\ , thenswitchto a8-2-0formation;

� Otherwiseswitchto (or stayin) a 4-4-2formation.

Sinceeachagentis ableto independentlykeeptrack of thescoreandtime, theagentsarealwaysableto
switchformationssimultaneously.

Communication-triggeredformation switcheshave also beenimplementedand tested. Details are
presentedin thecontext of thecommunicationparadigmimplementation(Section6.2).

6.1.3 Flexible Positions

As emphasizedthroughout,homogeneousagentscanplay differentpositions.But sucha capabilityraises
thechallengingissueof whentheplayersshouldchangepositions.In addition,with teammatesswitching

2Soccerformationsare typically describedas the X-Y-Z whereX, Y, and Z are the numberof defenders,midfielders,and
forwardsrespectively. It is assumedthattheeleventhplayeris thegoaltender[18].
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positions,a player’s internalplayer-positionmap �TSUQ4 couldbecomeincorrectand/orincomplete.The
locker-room agreementprovides proceduresto the teamthat allow for coordinatedrole changing. In
CMUnited’s case,the locker-roomagreementdesignatesan orderof precedencefor the positionswithin
eachunit. Unlesstheir pursuitof theball leadsthemfrom their position,playersonly switch into a more
importantpositionthantheircurrentposition.

By switchingpositionswithin a formation,theoverall joint performanceof theteamcanbeimproved.
Position-switchinghasthepotentialto save playerenergy andto allow themto respondmorequickly to the
ball. However, switchingpositionscanalsocauseincreasedplayermovementif aplayerhasto moveacross
thefield to occupyits new position.Playersmustweightthepossiblecostsandbenefitsbeforedecidingto
switchpositions.

Like switchingformations,switchingpositionscanchangeexternalbehaviors via their referencesto
the internalstate. In Equation1, switchingpositionschangesthevalueof returnedby MyPosition () ,
thusalsoaffectingthevalueof HomeRange() : theplayerexecutingthepassiveoffenseexternalbehavior
choosesits locationfrom a differentrangeof possiblepositions.

In additionto having the flexibility to switch to a differentposition,CMUnited-97agentsalsohave
flexibility within their positions.Thatis, theexternalbehavior referencesthe internalstateto determinea
rangeof possiblelocationsthataredeterminedby theplayer’scurrentposition.However, within thisrange,
theroledoesnotspecifytheplayer’spreciselocation.For example,in thepassiveoffenseexternalbehavior
(equation1), the playermustchooseits TargetLoc at ion from within the homerangeof its current
position.

In theCMUnitedmulti-agentapproach,theplayerpositionsitself flexibly suchthatit anticipatesthatit
will beusefulto theteam,eitheroffensively or defensively. Theagentscanexercisethis flexibility within
its externalbehaviors in two ways:

� Opponentmarking;

� Ball-dependentpositioning;

Whenmarking opponents,agentsmove next to a given opponentratherthan stayingat the default
positionhome. Theopponentto markcanbechosenby theplayer(e.g.,theclosestopponent),or by the
unit captainwhich canensurethat all opponentsaremarked,following a presetalgorithmaspart of the
locker-roomagreement.

Whenusing ball-dependentpositioning,the agentadjustsits locationwithin its rangebasedon the
instantaneouspositionof theball. For example,whentheball is on thesamesideof thefield astheagent,
theagenttriesto move to a point on the line definedby its own goalandtheball. Whentheball is on the
othersideof thefield, theplayeradjustsits positionbacktowardsits own goal.

6.1.4 Pre-PlannedSet-Plays

The final implementedimprovementfacilitatedby our flexible teamworkstructureis the introductionof
set-plays,or pre-definedspecialpurposeplays.As apartof thelocker-roomagreement,theteamcandefine
multi-step,multi-agentplansto beexecutedatappropriatetimes.Particularlyif therearecertainsituations
thatoccurrepeatedly, it makessensefor theteamto deviseplansfor thosesituations.

In theroboticsoccerdomain,certainsituationsoccurrepeatedly. For example,afterevery goal, there
is a kickoff from thecenterspot. Whentheball goesout of bounds,thereis a goal-kick,a corner-kick, or
a kick-in. In eachof thesesituations,the refereeinformstheteamof thesituations.Thusall theplayers
know to executetheappropriateset-play. A particularreferee’s messageis the triggerconditionfor each
set-play. Associatedwith eachset-playrole is a set-playbehavior indicatinga locationon thefield aswell
asan actionto executewhenthe ball arrives. The playerin a given role might passto the playerfilling
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anotherrole, shootat thegoal,or kick theball to someotherlocation. Theterminationconditionfor each
role is eitherthesuccessfulexecutionof theprescribedactionor thepassageof a specifiedamountof time
from thebeginningof theset-play.

The locker-room agreementspecifiesthat the roles in the currentteamformationaremappedto the
set-playrolesin thewayrequiringtheleastmovementof agentsfrom theirpositionhomes.Thatis

3 SUV4#WYX
is chosento minimize � WdX����5�G���H� >�\=� ~ % + \<�]% � where� >�\J� ~ % + \/�]% � is thedistancefrom thehomelocationof
role % to thehomelocationof its associatedset-playrole \/�]% . This assignmentof rolesto set-playrolesis
partof eachagent’s internalbehavior.

For example,Figure7 illustratesa samplecorner-kick set-play. The set-playdesignatesfive set-play
roles,eachwith a specificlocation,which shouldbefilled beforetheball is put backinto play. Basedon
thehomepositionsof thecurrentformation,eachindividual agentcandeterminethe bestmappingfrom
positionsto set-playlocations,i.e. themappingthatrequiresthe leasttotal displacementof the5 players.
If thereis no playerfilling oneof thenecessaryformationroles,thentheremustbetwo playersfilling the
samerole, oneof which mustmove to the vacantrole. In the event that no agentchoosesto do so, the
set-playcanproceedwith any singleset-playrole unfilled. Theonly exceptionis thatsomeplayermustfill
theset-playrole responsiblefor kicking theball backinto play. A special-purposeprotocolis incorporated
into theset-playbehaviors to guaranteesuchacondition.

Oncetheset-playrolesarefilled, eachplayerexecutestheactionassociatedwith its set-playrole asan
externalbehavior. As illustratedby theplayerstartingthecorner-kick in Figure7, a playercouldchoose
amongpossibleactions,perhapsbasedon theopponentpositionsat thetime of execution. No individual
playeris guaranteedof participatingin theplay. For example,theuppermostset-playpositionis therejust
in caseoneof theotherplayersmissesa passor shootswide of thegoal: no playerwill passdirectly to it.
Eachplayerleavesits set-playrole to resumeits former role eitherafter successfullykicking theball, or
aftera pre-specified,role-specificamountof time.

= ball

Figure 7: A samplecorner-kick set-play. Thedashedcirclesshow thepositionsin theteam’s currentformationand
dashedarrows indicatethe locationsof theset-playroles—blackcircles—thatthey would fill. Solid arrows indicate
thedirectiontheball is to bekickedaspartof eachset-playrole.

The set-playssignificantly improved CMUnited’s performance. During the RoboCup-97simulator
competition,severalgoalswerescoredasa directresultof set-plays.

6.2 Communication Paradigm Implementation

In ourteamworkstructure,playersareorganizedinto teamformationswith eachplayerfilling auniquerole.
Howeverplayerscanswitchamongrolesandtheentireteamcanchangeformations.Both formationsand
rolesaredefinedaspartof the locker-roomagreement,andeachplayeris givena uniqueID number. It is
a significantchallengefor playersto remaincoordinated,bothby all believing thatthey areusingthesame
formationandby filling all therolesin the formation. Sinceagentsareall completelyautonomous,such
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coordinationis notguaranteed.
In PTSdomainswith limited communication(asopposedto no communication)possibleduring the

dynamic,real-timeperiods,inter-agentcommunicationcanhelptheteamstaycoordinated.Communication
protocolsdefinedin thelocker-roomagreementcombinewith heardmessagesto triggerinternalbehaviors
thataltertheagent’s internalstate.

ThissectiondescribestheCMUnited-97simulatorteamimplementationof thecommunicationparadigm
presentedin Section5. All of theagentmessagesareof theformat:

(CMUnited � Uniform-number�'� Encoded-stamp�T� Formation-number�'� Formation-set-
time�j� Position-number��� target�'� Message-type� [ � Message-data� ])

For example,player8 might want to passto player6 but not know preciselywhereplayer6 is at the
moment.In thiscase,it couldsendthemessage(CMUnite d 8 312 1 0 7 ----> 6 Where are
you?) . “CMUnited 8” is thesender’s teamandnumber;“312” is the � Encoded-stamp� , in this case
an agreed-uponlinear combinationof the currenttime, the formationnumber, andthe sender’s position
number;“1 0” is the teamformationplayer8 is usingfollowedby the time at which it startedusingit;
“7” is player8’s currentposition; “ ----> 6” indicatesthat the messageis for player6; and“Where
are you? ” is amessagetypeindicatingthataparticularresponseis requested:therecipient’scoordinate
location.In this case,thereis nomessagedata.

All teammatesthathearsucha messageupdatetheir internalstatesto indicatethatplayer8 is playing
position7. However only player6 setsits response and response -fl ag internalstatevariables.
In this case,sincethe target is a singleplayer, the communicat e- del ay flag remainsat 0. Werethe
messagetargetedtowardsthewholeteamor to a subsetof theteam,thencommunica te- delay would
equal:

� IF (my number� sendernumber)
((my numberg sendernumberg 1)*2)*communicate -i nte rv al

� ELSE(((sendernumberg my numberg 1)*2)+1)*communica te- in ter va l

wherecommunica te- in ter va l is thetime betweenaudiblemessagesfor a givenagent(200msecin
thedefaultsoccerserver). Thus,assumingnofurtherinterference,player8 wouldbeableto hearresponses
from all targets.

Onceplayer6 is readyto respond,it might sendback the message(CMUnited 6 342 1 0 5
----> all I’m at 4.1 -24.5) . Noticethatplayer6 is usingthesameteamformationbut playing
adifferentpositionfromplayer8: position5. Sincethismessagedoesn’t requirearesponse(asindicatedby
the“ I’m at ” messagetype),themessageisaccessibleto thewholeteam(“----> all ”): all teammates
who hearthe messageupdatetheir world statesto reflect the messagedata. In this case,player6 is at
coordinateposition

~
4 , 1 + g 24, 5� .

Wereplayer8notto receivearesponsefromplayer6beforepassing,it couldstill passto itsbestestimate
of player6’s location:shouldthemessagefail to getthrough,nodisasterwouldresult.Suchis thenatureof
mostcommunicationin this domain.Shouldtherebea situationwhich absolutelyrequiresthata message
get through,thesendingagentcould repeatthemessageperiodicallyuntil hearingconfirmationfrom the
recipientthat the messagehasarrived. However, sucha techniqueconsumesthe singlecommunication
channelandshouldbeusedsparingly.

Notice that in the two examplemessagesabove, both playersare using the sameteam-formation.
However, suchis not alwaysthecase.Even if they usecommonenvironmentalcuesto trigger formation
changes,oneplayermightmissthecue. In orderto combatsuchacase,playersupdatetheteamformation
if ateammateis usingadifferentformationthatwassetalatertimeasdetailedin Section5. For example,if
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player6’s messagehadbegun“ (CMUnited 6 342 3 50 ,.,., ” indicatingthat it hadbeenusingteam
formation3 sincetime 50,aninternalbehavior in player8 wouldhavechangedits internalstateto indicate
thenew teamstrategy.

Other examplesof messagetypes usedin our implementationof simulatedrobotic soccerplayers
include:

� Request/respondball location

� Request/respondteammatelocation

� Inform passdestination

� Inform goingto theball

� Inform taking/leaving position

7 Results

Although theflexible teamworkandcommunicationparadigmimplementationsaremergedinto a single
roboticsoccersystem,weareableto isolatetheeffectsof eachcontributionthroughcontrolledtesting.This
sectionpresentsempiricalresultsdemonstratingtheeffectivenessof bothmaincontributionsof thisarticle:
theflexible teamworkstructureandthe low-bandwidthcommunicationparadigm.In addition,the results
of theCMUnited-97simulatorteamat theRoboCup-97competitionarereported3.

7.1 Teamwork Structur eResults

The flexible teamworkstructureimprovesover a rigid structureby way of threecharacteristics:flexible
positioningwithin roles, set-plays,and changeableformations. We testedthe benefitsof the first two
characteristicsby playinga teamwith flexible, changeablepositionsandset-playsagainsta “default team”
with rigid positionsandnoset-plays.Thebehaviorsof theplayersonthetwo teamsareotherwiseidentical.
The advantageof being able to changeformations—thethird characteristic—dependson the formation
beingusedby theopponent.Therefore,we testedteamsusingeachdefinedformationagainsteachother.

Standardgamesin thesoccerserversystemlast10minutes.However, dueto thelargeamountof noise,
gameresultsvary greatly. All reportedresultsare cumulative over several games. Compiledstatistics
includethenumberof 10-minutegameswon,thetotalcumulativegoalsscoredby eachteam,averagegoals
per game,andthepercentageof time that theball wasin eachhalf of thefield. The last statisticgivesa
roughestimateof thedegreeto whicheachteamwasableto controltheball.

7.1.1 Flexible Positionsand Set-Plays

In orderto testtheflexible teamworkstructure,we rana teamusingball-dependentflexible positionswith
set-playsagainstoneusingrigid positionsandno set-plays.Both teamsuseda 4-4-2formation.As shown
in Table3, theflexible teamsignificantlyoutperformedthedefaultteamover thecourseof 38games.

Furtherexperimentationshowed that both aspectsof the flexible teamcontribute significantly to the
team’ssuccess.Table4 showstheresultswhenateamusingflexible positionsbut noset-playsplaysagainst

3Theteamworkstructureandcommunicationparadigmweresubsequentlyimplementedin theCMUnited-98simulatorteamas
well. TheCMUnited-98simulatorteamcompetedin theRoboCup-98competition,winningall 8 of its gamesby acombinedscore
of 66–0to becomethe1998world championsimulatorteam[37].
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(Game= 10min.) Flexible andSet-Plays Default

Gameswon 34 1
Total goals 223 82
Avg. goals 5.87 2.16
Ball in own half 43.8% 56.2%

Table 3: Resultswhena flexible teamplaysagainsta rigid team. Theflexible teamwon 34 out of 38 gameswith 3
ties.

thedefaultteamandwhena teamusingset-playsbut rigid positionsplaysagainstthedefaultteam,again
over thecourseof 38games.Bothcharacteristicsprovideasignificantadvantageover thedefaultteam,but
they performevenbetterin combination.

Only Flexible Positions
(Game= 10min.) Flexible Default

Gameswon 26 6
Total goals 157 87
Avg. goals 4.13 2.29
Ball in own half 44.1% 55.9%

Only Set-Plays
(Game= 10min.) Set-Plays Default

Gameswon 28 5
Total goals 187 108
Avg. goals 4.92 2.84
Ball in own half 47.6% 52.4%

Table 4: Resultswhenonly usingflexible positionsandonly usingset-plays.Eachindividually worksbetterthan
usingneither.

7.1.2 Formations

In additionto theabove tests,we testedthevariousformationsagainsteachother, asreportedin Table5.
Eachentryshows thegoalsscoredfor andagainstwhena teamusingoneformationplayedagainsta team
usinganotherformationover thecourseof 24 10-minutegames.Theright-mostcolumncollectsthetotal
goalsscoredfor andagainsttheteamusingthatformationwhenplayingagainstall theotherteams.In all
cases,theteamsusedflexible positions,but noset-plays.

formations 4-3-3 4-4-2 3-5-2 8-2-0 3-3-4 2-4-4 totals

4-3-3 68–60 68–54 24–28 59–64 70–65 289–271(51.6%)
4-4-2 60–68 68–46 22–24 51–57 81–50 282–245(53.5%)
3-5-2 54–68 46–68 13–32 61–72 75–73 249–313(44.3%)
8-2-0 28–24 24–22 32–13 27–28 45–36 156–96 (61.9%)
3-3-4 64–59 57–51 72–61 28–27 87–69 308–267(53.6%)
2-4-4 65–70 50–81 73–75 36–45 69–87 293–385(43.2%)

Table 5: Comparisonof thedifferentformations. Entriesin the tableshow thenumberof goalsscored.Total (and
percentage)cumulativegoalsscoredagainstall formationsappearin theright-mostcolumn.

The resultsshow that the defensive formation(8-2-0) doesthe best. However the total goalsscored
whenusingthedefensiveformationis quitelow. Ontheotherhand,the3-3-4formationperformswell with
a highgoaltotal.

Thisstudyallowedustodeviseaneffectiveformation-switchingstrategyfor RoboCup-97. Ourteam[33]
useda 4-4-2formationin general,switchingto a 8-2-0formationif winning neartheendof thegame,or
a 3-3-4 formationif losing. This strategy, alongwith theflexible teamworkstructureasa whole,andthe
novel communicationparadigm,helpedusto performwell in thetournament,makingit to thesemi-finals
in a field of 29 teamsandout-scoringopponentsby atotal scoreof 67–9[16].
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Weusedthisflexible teamworkstructureonourrealrobotteam[41] whichwontheRoboCupsmall-size
robotcompetition.Althoughdevelopedin simulation,all of theteamworkconceptsapplydirectly to real
robotteamsaswell. We wereableto reusethedevelopedapproachdirectly from our simulatorclientson
therobotsandimmediatelyachieve variableformations,flexible positions,andpositionswitching.

7.2 Communication Paradigm Results

While contributing to the overall successof the CMUnited-97simulatorteam,our novel communication
paradigmis alsodemonstrablyeffective in controlledexperimentation.In this section,we report results
reflectingtheagents’robustnesstoactiveinterference,theirability tohandlemessagesthatrequireresponses
from multiple teammembers,andtheirability to maintaina coordinatedteamstrategy.

7.2.1 Robustnessto Interfer ence

Relying on communicationprotocolsinvolves the dangerthat an opponentcould actively interfereby
mimicking an agent’s obsoletemessages:sincethereis a singlecommunicationchannel,opponentscan
hearandmimic messagesintendedfor teammates.However, the � Encoded-stamp� field guardsagainst
suchan attempt. As a test,we playeda communicatingteam(teamC) againsta teamthat periodically
repeatspastopponentmessages(teamD). TeamC setthe � Encoded-stamp� field to � Uniform-number�
 (send-time + 37). Thusteammatescould determinesend-tim e by inverting the samecalculation
(known to all through the locker-room agreement). Messagesreceived more than a secondafter the
send-time weredisregarded. The one-secondleeway accountsfor the fact that teammatesmay have
slightly differentnotionsof thecurrentglobaltime.

In our experiment,agentsfrom teamD senta total of 73 falsemessagesover thecourseof a 5-minute
game. Not knowing teamC’s locker-roomagreement,they wereunableto adjustthe � Encoded-stamp�
field appropriately. Thenumberof teamC agentshearinga falsemessagerangedfrom 0 to 11,averaging
3.6. In all cases,eachof theteamC agentshearingthefalsemessagecorrectlyignoredit. Only onemessage
truly from a teamC playerwasincorrectlyignoredby teamC players,dueto thesendingagent’s internal
clock temporarilydiverging from thecorrectvalueby morethana second.Although it didn’t happenin
theexperiment,it is alsotheoreticallypossiblethatanagentfrom teamD couldmimic a messagewithin a
secondof thetime that it wasoriginally sent,thuscausingit to be indistinguishable from valid messages.
However, in thiscase,thecontentof themessageis presumablystill appropriateandconsequentlyunlikely
to confuseteamC.

7.2.2 Handling Multiple Responses

Next we testedour methodof handlingmultiple simultaneousresponsesto a singlemessage.Placingall
11 agentswithin hearingrange,a singleagentperiodicallysenta “where areyou” messageto the entire
teamandrecordedtheresponsesit received. In all cases,all 10 teammatesheardtheoriginalmessageand
responded.However, asshown in Table6, the useof our methoddramaticallyincreasedthe numberof
responsesthatgot throughto thesendingagent.Whentheteamusedcommunicat e-d el ay asspecified
in Section6, messageresponseswerestaggeredover the courseof about2.5 seconds,allowing mostof
the10 responsesto get through.Whenall agentsrespondedat once(no delay),only oneresponse(from a
randomteammate)washeard.
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Numberof Responses ResponseTime(sec)
Min Max Avg Min Max Avg

No Delay 1 1 1.0 0.0 0.0 0.0
Delay 6 9 8.1 0.0 2.6 0.9

Table6: Thenumberof responsesthatgetthroughto agentswhenresponsesaredelayedandwhenthey arenot. When
theteamusescommunicate-delay asspecifiedin Section6, anaverageof 7.1 moreresponsesget throughthan
whennot usingit. Averageresponsetime remainsunderonesecond.Bothexperimentswereperformed50 times.

7.2.3 TeamCoordination

Finally, we testedtheteam’s ability to maintaincoordinatedteamstrategieswhenchangingformationsvia
communication.Oneplayerwasgiventhepowerto toggletheteam’sformationbetweenadefensiveandan
offensive formation. Announcingthechangeonly once,therestof teamhadto eitherreactto theoriginal
message,or getthenews from anotherteammatevia othercommunications.As describedin Section6, the
� Formation-number� and � Formation-set-time� fieldsareusedfor this purpose.We ran two different
experiments,eachconsistingof 50 formationchanges.In the first, a midfieldermadethe changes,thus
makingit possiblefor mostteammatestoheartheoriginalmessage.In thesecondexperiment,fewerplayers
heardtheoriginal messagesinceit wassentby thegoaltenderfrom the far endof thefield. Evenso, the
teamwasableto changeformationsin anaveragetimeof 3.4seconds.Resultsaresummarizedin Table7.

EntireTeamChangeTime(sec) HeardFrom
Decision-Maker Min Max Avg Var Decision-Maker

Goaltender 0.0 23.8 3.4 17.8 46.6%
Midfielder 0.0 7.9 1.3 2.8 80.6%

Table7: Thetime it takesfor theentireteamto changeteamstrategieswhena singleagentmakesthedecision.Even
whenthedecision-makingagentis at theedgeof thefield (goaltender)sothatfewer thanhalf of teammatescanhear
thesinglemessageindicatingtheswitch,theteamis completelycoordinatedafteranaverageof 3.4seconds.

7.3 RoboCup-97

TheRoboCup-97simulatorcompetitionwasthefirst formalsimulatedroboticsoccercompetition.With 29
teamsenteringfrom all aroundtheworld, it wasa verysuccessfultournament.

It wasin preparationfor this competitionthattheteammemberagentarchitecture,includingboththe
flexible teamworkstructureandtheinter-agentcommunicationparadigm,wasdeveloped.Sincecompeti-
tionsarenotcontrolledexperiments,their resultsarenotpresentedasscientificvalidationof our individual
techniques.Suchvalidationis presentedin Section7.1and7.2. However, qualitativeevaluationsandanec-
dotesfromthesecompetitionscanprovideinsightsinto thestrengthsandweaknessesof variousapproaches.

Table8 shows theresultsof CMUnited-97’s gamesin this tournament.CMUnited-97won3 of its first
4 matchesby wide margins,with theothermatchbeinga closevictory. Its 5th opponent,FCMellon,was
alsoour own teamandwasidenticalto CMUnitedexceptthat it did not usea flexible teamworkstructure:
playersdid not switchpositions,did notuseflexible positioningof any sort,anddid notuseset-plays.Our
goal in enteringFCMellonin thecompetitionwasto highlight the impactof our researchcontributionsin
CMUnited. Dueto theresultsreportedin Section7.1,weexpectedCMUnitedto win thisgame.Beforethe
gamebetweenCMUnitedandFCMellon,FCMellonwonits 4 gamesby a combinedscoreof 49–4.

ThesubsequentgamewasagainsttheeventualtournamentchampionAT-Humboldt[5]. As described
in Section7.1,CMUnited-97useda4-4-2formationin general,switchingto an8-2-0formationif winning
neartheendof thegame,or a 3-3-4 formationif losing. The triggersfor theseformationswitcheswere
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Opponent Affiliation Score
(CMU–Opp.)

LAI UniversidadCarlosIII DeMadrid,Spain 9 – 1
RM Knights RoyalMelbourneInst. of Tech.,Australia 16 – 0
Kinki Kinki University, Japan 6 – 5
TeamGarbageCollectors Justsystem,Japan 24 – 0
FCMellon Carnegie Mellon University, USA 6 – 0
AT-Humboldt HumboldtUniversityof Berlin, Germany 0 – 6
ISIS InformationSciencesInstitute(USC),USA 1 – 2*

TOTAL 62 – 14

Table 8: Thescoresof CMUnited-97’s gamesin thesimulatorleagueof RoboCup-97. CMUnited-97won 5 of its 7
games,finishingin 4thplaceout of 29 teams.*The lastgamewaslost by onegoalin overtime.

definedaspartof the locker-roomagreement.However, by the time CMUnited-97playedagainstthem,
it wasclearfrom watchingothergamesthat AT-Humboldtwasthe teamto beat. Therefore,we altered
the team’s locker-room agreementso that it would adopta more conservative, defensive strategy at the
beginning of the game. As a result,AT-Humboldtscoredfewer goalsagainstCMUnited-97than it did
againstany of its othercompetitors.The 6–0 resultmight have beeneven closerhadCMUnited-97not
switchedto themoreoffensive 3-3-4formationneartheendof thegamewhenit waslosingin anattempt,
thoughunsuccessful,to scoresomegoals.

Oneof themainadvantagesof theAT-Humboldtteamwasits ability to kick theball harderthanany
otherteam. Its playersdid soby kicking theball aroundthemselves,continuallyincreasingits velocity so
that it endedup moving towardsthe goal fasterthanwasimaginedpossible.Sincethesoccerserver did
notenforceamaximumball speed,apropertythatwaschangedimmediatelyafterthecompetition,theball
could move arbitrarily fast, makingit impossibleto stop. With this advantageat the low-level behavior
level, no team,regardlessof how strategically sophisticated,wasableto defeatAT-Humboldt.

Having lost in the semi-finals,CMUnited-97then playedin the 3rd-placegameagainstISIS [40].
CMUnited-97scoredfirst in this gameoff of a corner-kick set-play. However, ISIS equalizedneartheend
of the gameandthe gamewent to overtime. ISIS scoredto win in what proved to be oneof the more
exciting matchesof thetournament.

8 Discussionand RelatedWork

This article haspresenteda teammemberagentarchitectureappropriatefor PTS domains. While the
implementationdescribedhereis in robotic soccer, it is easyto seehow the architecturewould apply to
othersports,suchasAmericanfootball. In thatcase,thesynchronizationopportunitiesaremorefrequent,
but formationscanchangeduringthecourseof agame,rolesaredefinedwith someflexibility sothatagents
canadjustto opponentbehaviors on thefly, andagentsmustcommunicateefficiently bothbetweenplays
ona driveandduringplays.

Thereareseveralotherexamplesof non-sports-relatedPTSdomains.Having successfullydeveloped
and deployedan autonomousspacecraft[27], NASA is now interestedin multi-spacecraftmissions,or
constellations[30]. Sincespacecraftpointingconstraintslimit thecommunicationbothbetweenthespace-
craft andgroundcontrolandamongthespacecraft,thespacecraftmustbeableto actautonomouslywhile
still working towardsthe constellationsoverall goal. Using interferometrymissions—inwhich several
spacecraftcoordinatepartsof a powerful imaginginstrumentto view distantobjects—asanexample,the
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locker-roomagreementcouldbeusedto defineseveralformationsto beusedfor viewing objectsthatareat
variousdistancesor in differentpartsof thesky. Dependingon therelative locationsof theseobjects,the
variousspacecraftmight interchangerolesasthey imagedifferentobjects.

SearchandrescuescenarioscouldalsobeformulatedasPTSdomains.If severalroboticagentsaretrying
to locatevictims in a remotedisastersight,they mayhave to actquickly andautonomously. Nonetheless,
beforebeginningthesearch,they coulddefineseveral formationscorrespondingto differentgeographical
areasof focusingtheir search.Within theseformations,agentswould needto be assignedflexible roles
given that the precisesituationmay not be known or may changeunexpectedly. The agentsmight also
agree,aspartof their locker-roomagreementto switchformationseitheraftera certaintime or asa result
of somelimited communication,perhapsfrom aunit captain.

OtherPTSdomainsthatcouldbeapplicationsfor theteammemberagentarchitecturearehospital/factory
maintenance[9] andbattlefieldcombat[39]. Networkpacketrouting[4] couldalsobeformulatedasaPTS
domainif thenetworknodesarepermittedto freelyusenetworkbandwidthduringperiodsof otherwiselow
usage.They couldthenexchangepoliciesandfeedbackwith regardsto networkperformance.

The remainderof this sectionsummarizesthe previous work most closely relatedto the teamwork
structureand communicationparadigmas presentedin this article and gives an overview of previous
researchin theroboticsoccerdomain.

8.1 Teamwork Structur e

Two popularmulti-agentteamworkstructures,joint intentions[7] andsharedplans[13], considera team
to bea groupof agentsthatnegotiateand/orcontractwith eachotherin orderto initiate a teamplan. The
teamformsdynamicallyandstaysin closecommunicationuntil theexecutionof theplanis completed.In
contrast,theteamworkstructurepresentedin thisarticlesupportsapersistentteameffort towardsacommon
high-level goalin thefaceof limited communication.

The conceptof the locker-room agreementfacilitatescoordinationwith little or no communication.
Although it hasbeenclaimedthat pre-determinedteamactionsarenot flexible or robust to failure [39],
the locker-roomagreementprovidesa mechanismfor pre-definingteamactionswith enoughflexibility to
succeed.In particular, set-playsarepre-determinedteamactionsthat canbe executedwithout the need
to negotiate or useextensive inter-agentcommunication: the locker-room agreementprovides enough
flexibility thattheagentsareableto seamlesslyassumetheappropriateroles.

While we use the term “formation” to refer to the largest unit of the teamworkstructure,soccer
formationsarenottobeconfusedwith military-typeformationsin whichagentsmuststayin preciserelative
positions. Despitethis dualusageof the term,we useit becauseformationis a standardtermwithin the
soccerdomain[18]. For anexampleof a multi-agentsystemdesignedfor military formations,see[3].

Castelfranchiclassifiesdifferenttypesof commitmentsin multi-agentenvironments[6]. In thiscontext,
locker-roomagreementscanbe viewed asC-commitments, or commitmentsby teammembersto do the
appropriatething at the right time, asopposedto S-commitmentswith which agentsadopteachother’s
goals. In the context of [8], thecreationof a locker-roomagreementis normacceptancewhile its useis
normcompliance.Within theframework presentedin [24], thearchitectureis for interactive softwareand
hardwaremulti-agents.

Asmentionedin Section3, theconceptof behavior in thecontext of ourteammemberagentarchitecture
isconsistentwith thatlaidoutbyMataric[22]. There,“behavior” isdefinedas“acontrollaw with aparticular
goal, suchas wall-following or collision avoidance.” Behaviors can be nestedat different levels with
selectionamonglower-levelbehaviorsconsistingof ahigher-levelbehavior. Similarly, internalandexternal
behaviors in our systemmaintain teamcoordinationgoals,physicalpositioninggoals, communication
goals,andenvironmentalinformationgoals(suchasknowledgeof wheretheball is). Thesebehaviors are
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combinedinto top-level internalandexternalbehaviors.

8.2 Communication Paradigm

Most inter-agentcommunicationmodelsassumereliablepoint-to-pointmessagespassingwith negligible
communicationcosts.In particular, KQML assumespoint-to-pointmessagepassing,possiblywith theaid
of facilitatoragents[10]. Nonetheless,KQML performativescouldbeusedfor thecontentportionsof our
communicationscheme.KQML doesnot addresstheproblemsraisedby having a single,low-bandwidth
communicationchannel.

When communicationis reliable and the cost of communicationrelative to other actionsis small,
agentshave theluxury of usingreliable,multi-stepnegotiationprotocols.For example,in Cohen’s convoy
example[7], thecommunicationtime requiredto form andmaintaina convoy of vehiclesis insignificant
comparedto the time it takesthe convoy to drive to its destination. Similarly, messagepassingamong
distributedinformationagentsis typically very quick comparedto thesearchesandservicesthat they are
performing.Thus,it makessensefor agentsto initiate andconfirmtheir coalitionwhile guaranteeingthat
they will inform eachotherif they have troublefulfilling theirpartof thejoint action.

With only a singleteampresent,a situationsimilar to theoneconsideredhereis examinedin [21]. In
thatcase,like in thesoccerserver, messagessentareonly heardby agentswithin a circular region of the
sender. Communicationis usedfor cooperationandfor knowledgesharing.Like in theexamplespresented
in thesoccerdomain,agentsattemptto updateeachotherontheirown internalstateswhencommunicating.
However, theexplorationtaskconsideredthereis muchsimplerthansoccer, particularlyin thatthereareno
opponentsusingthesamecommunicationchannelandin thatthenatureof thetaskallowsfor simpler, less
urgentcommunication.

Althoughcommunicationin thepresenceof hostileagentsis well studiedin military contexts from the
standpointof encryption,theproblemconsideredhereis not thesame.While any encryptionschemecould
beusedfor themessagecontent,thework presentedhereassumesthat theadversariescannotdecodethe
message.Even so, they candisruptcommunicationby mimicking pastmessagestextually: presumably
pastmessagehave somemeaningto theteamthatutteredthem.Our methodof messagecodingbasedona
globallyaccessibleclockcircumventsthis latterproblem.

Evenwhencommunicationtime is insignificantcomparedto actionexecution,suchasin a helicopter
fightingdomain,it canberisky for agentsto relyoncommunication.Aspointedoutin [38], if theteammate
with whom an agentis communicatinggetsshotdown, the agentcould be incapacitatedif it requiresa
responsefrom the teammate. This work also considersthe cost of communicationin termsof risking
opponenteavesdroppingandthebenefitsof communicationin termsof shiftingrolesamongteammembers.
However, theproblemsraisedby a singlecommunicationchannelandthepossibilityof active interference
arenot considered,norarethechallengesraisedwhencommunicationconflictswith real-timeaction.

Anotherapproachthatrecognizesthedangerof basingbehaviorsuponmulti-stepcommunicationproto-
colsisALLIANCE [26]. Sinceaprimarygoalof thisworkis fault-tolerance,onlybroadcastcommunications
areused.Agentsinform eachotherof what they arecurrentlydoing,but never askfor responses.In AL-
LIANCE, theteamusestime-slicecommunicationsothateachagentperiodicallygetsexclusiveuseof the
singlecommunicationchannel.

A possibleapplicationof our communicationmethodis to robotsusingaudiocommunication.This
typeof communicationis inherentlysingle-channelandlow-bandwidth.An exampleof sucha systemis
theRobotEntertainmentSystemswhich usesa tonal language[11]. Agentscancommunicateby emitting
andrecognizinga rangeof audiblepitches.In sucha system,thenumberof bits permessagewouldhave
to belowered,but thegeneraltechniquespresentedin this articlestill apply.

Anotherexampleof sucha communicationenvironmentis arbitrarily expandablesystems.If agents
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aren’t awareof whatotheragentsexist in theenvironment,thenall agentsmustusea singleuniversally-
known communicationchannel,at leastin orderto initiatecommunication.

8.3 Robotic Soccer

Many otherrobotic soccersystemshave beendevelopedboth in simulationandwith real robots. Using
a simulatorbasedcloselyupontheDynasimsystem[28], we previously usedMemory-basedLearningto
allow a playerto learnwhento shootandwhento passthe ball [31]. We thenusedNeuralNetworksto
teacha playerto shoota moving ball into thegoal [35]. In thesoccerserver, we thenlayeredtwo learned
behaviorsto produceahigher-level multi-agentbehavior: passing[34]. Also in thesoccerserverMatsubara
et al. useda NeuralNetworkto allow a playerto learnwhento shootandwhento pass[23] (asopposed
to the Memory-basedtechniqueusedby us for a similar task). The RoboCup-97simulatorcompetition
included29 teams,many of which demonstratednovel scientificcontributions,particularlyin thefield of
multi-agentlearning[16].

Roboticsoccerwith real robotswaspioneeredby theDynamogroup[29] andAsada’s laboratory[2].
Recentinternationalcompetitionshavemotivatedthecreationof awidevarietyof robotsoccerteams[14,16].

Mostpreviousresearch,bothin simulationandonrealrobotshasconcentratedonindividualskills with
little attentionpaid to teamcoordination.A rareexceptionis [19] in which teamcoordinationis evolved
usinggeneticprogramming.Unfortunately, nogeneralteamworkstructurecanbeextractedfrom thiswork
asit is evolvedin a domainspecificsetting.

9 Conclusion

In this article, we introduceda flexible teamworkstructurefor periodicteamsynchronization(PTS)do-
mainsandacommunicationparadigmeffective in domainswith low-bandwidth,single-channel,unreliable
communication.

Theteamworkstructureallows for multi-agenttasksusinghomogeneousagentsto bedecomposedinto
flexible roles. Rolesareorganizedinto formations,andagentscanfill any role in any formation. Agents
dynamicallychangerolesandformationsin responseto changingenvironments.The teamworkstructure
includespre-planningfor frequentsituations,andagentsactindividually, but keeptheteam’sgoalsin mind.
This flexible teamworkstructurebuilds uponour teammemberagentarchitecture,which maintainsboth
aninternalandworld state,anda setof internalandexternalbehaviors. Coordinationis achievedthrough
limited communicationandpre-determinedproceduresaspartof a locker-roomagreement.

In domainswith low-bandwidth,single-channel,unreliablecommunication,several issuesarisethat
neednot be consideredin most multi-agentdomains. We have identified theseissuesand presenteda
communicationparadigmwhichsuccessfullyaddressesthesechallenges.Like theteamworkstructure,the
communicationparadigmis definedwithin thelocker-roomagreement.

Boththeteamworkstructureandthecommunicationparadigmaresituatedwithin a teammemberagent
architecture.Thelocker-roomagreementis a centralcomponentof this architecture.

We presenteda full implementationof our innovationsin the simulatedrobotic soccerdomain. Our
flexible teamworkstructureapproachwasdevelopedin simulationandsubsequentlyalsosuccessfullyused
on real robots. Using this teamworkstructureas well as the presentedcommunicationparadigm,the
CMUnited-97simulatorteammadeit to the semi-finalsof RoboCup-97.The real robot team,usingthe
flexible teamworkstructure,wonthesmall-size,real-robot,RoboCup-97world championship.
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