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a b s t r a c t

Research in metaheuristics for combinatorial optimization problems has lately experienced a noteworthy
shift towards the hybridization of metaheuristics with other techniques for optimization. At the same
time, the focus of research has changed from being rather algorithm-oriented to being more problem-
oriented. Nowadays the focus is on solving the problem at hand in the best way possible, rather than
promoting a certain metaheuristic. This has led to an enormously fruitful cross-fertilization of different
eywords:
ybrid metaheuristics
ombinatorial optimization
athematical programming

onstraint programming

areas of optimization. This cross-fertilization is documented by a multitude of powerful hybrid algorithms
that were obtained by combining components from several different optimization techniques. Hereby,
hybridization is not restricted to the combination of different metaheuristics but includes, for example,
the combination of exact algorithms and metaheuristics. In this work we provide a survey of some of
the most important lines of hybridization. The literature review is accompanied by the presentation of
ocal search illustrative examples.

. Introduction

The origins of metaheuristics are to be found in the Artifi-
ial Intelligence and Operations Research communities [1–3]. The
erm metaheuristic generally refers to approximate algorithms
or optimization that are not specifically expressed for a partic-
lar problem. Ant colony optimization, genetic and evolutionary
lgorithms, iterated local search, simulated annealing and tabu
earch (in alphabetical order) are typical representatives of the
lass of metaheuristic algorithms. Each of these metaheuristics has
ts own historical background. Some metaheuristics are inspired
y natural processes such as evolution, others are extensions of

ess sophisticated algorithms such as greedy heuristics and local
earch [4].

During the first two decades of research on metaheuristics, dif-
erent research communities working on metaheuristic techniques
o-existed without much interaction, neither among themselves
or with the Operations Research community. This was surely justi-
ed by the fact that initially pure metaheuristics had a considerable
uccess: for many problems they quickly became state-of-the-art

lgorithms. However, the attempt of being different to traditional
perations Research has led to a pernicious disregard of valu-
ble optimization expertise collected over the years. Only when
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it became clear that pure metaheuristics had reached their limits,
researchers turned towards the combination of different algo-
rithms.

Over the last years, quite an impressive number of algorithms
were reported that do not purely follow the paradigm of a single
traditional metaheuristic. On the contrary, they combine various
algorithmic components, often originating from algorithms of other
research areas on optimization. These approaches are commonly
referred to as hybrid metaheuristics. The lack of a precise defini-
tion of this term has sometimes been subject to criticism. Note,
however, that the relatively open nature of this expression can be
helpful, as strict borderlines between related fields of research are
often a hindrance for creative thinking and the exploration of new
research directions.

The main motivation behind the hybridization of different algo-
rithms is to exploit the complementary character of different
optimization strategies, that is, hybrids are believed to benefit
from synergy. In fact, choosing an adequate combination of com-
plementary algorithmic concepts can be the key for achieving top
performance in solving many hard optimization problems. Unfor-
tunately, developing an effective hybrid approach is in general a
difficult task which requires expertise from different areas of opti-
mization. Moreover, the literature shows that it is nontrivial to
generalize, that is, a certain hybrid might work well for specific

problems, but it might perform poorly for others. Nevertheless,
there are hybridization types that have shown to be successful for
many applications. They may serve as a guidance for new develop-
ments.
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Conferences and workshops such as CPAIOR [5–7], Hybrid Meta-
euristics [8,9], and Matheuristics [10–13] document the growing
opularity of hybridization. Moreover, the first book specifically
evoted to hybrid metaheuristics has been published in 2008 [14].

n this paper, we provide an overview of hybrid metaheuristics
or combinatorial optimization problems by illustrating prominent
nd paradigmatic examples, which range from the integration of
etaheuristic techniques among themselves, to the hybridization

f metaheuristics with constraint and mathematical programming.
he interested reader can find other reviews on hybrid meta-
euristics in [13–18]. Note that this article is an extension and
ctualization of the work that has appeared in [19,20].

Finally, we would like to emphasize that this survey covers the
rea of hybrid metaheuristics for single-objective combinatorial
ptimization problems. Readers interested in recent developments
oncerning hybrid metaheuristics for multi-objective optimization
re referred to a survey specifically devoted to this topic [21].
oncerning the very active field of (hybrid) metaheuristics for con-
inuous – i.e., real parameter – optimization, readers may find

good starting point in recent papers published in a dedicated
ournal special issue [22]. Especially in the fields of evolutionary
lgorithms and swarm intelligence, the use of pure as well as hybrid
etaheuristics for continuous optimization has already a quite long

radition [23–25]. For an overview on parallel hybrid metaheuris-
ics we recommend [26,27]. Finally, it is also important to mention
he availability of several currently available software frameworks
hat support the implementation of hybrid metaheuristics for sin-
le and multi-objective optimization, both in a sequential and in a
arallel way. One of the most powerful ones is ParadisEO [28].

Organization. The following five sections are devoted to the
resentation of examples and short literature overviews con-
erning five important categories of hybrid metaheuristics. More
pecifically we focus on the hybridization of metaheuristics with
meta-)heuristics, constraint programming, tree search methods,
roblem relaxation, and dynamic programming. For each topic,
rst, two representative examples are outlined, and then, a short

iterature overview is provided.

. Hybridizing metaheuristics with (meta-)heuristics

When researchers first considered the hybridization of their
referred metaheuristic with another technique for optimization,
ost started to look at possible combinations with heuristics or

ther metaheuristics. In fact, nowadays the hybridization of differ-
nt metaheuristics is very widespread, especially for what concerns
he use of local search methods within population-based methods.
n fact, both evolutionary computation and ant colony optimiza-
ion often make use of local search procedures for refining the
olutions that are generated during the search process. This can
e attributed to the fact that these nature-inspired methods are
ood concerning the exploration of the search space and the iden-
ification of areas with high quality solutions. At initialization they
enerally try to capture a global picture of the search space. Then,
uring the search process they successively focus the search on
ore promising regions of the search space. However, they are

sually not so effective concerning the exploitation of the accumu-
ated search experience, that is, finding the best solutions in these
igh quality areas. On the other side, the strength of local search

s the capability of quickly finding better solutions in the vicinity
f given starting solutions. In summary, population-based methods
re good in identifying promising areas of the search space in which

ocal search methods can then quickly determine the best solutions.
his is why this type of hybridization is usually very successful.
volutionary algorithms making use of local search methods are
ometimes labelled as memetic algorithms [29,30].
ting 11 (2011) 4135–4151

In contrast to the standard way of hybridization that was men-
tioned above, the two examples that are presented in more detail in
the following represent rather unconventional ways of hybridiza-
tion. First, population-based iterated local search is outlined. The
second example is devoted to multilevel techniques.

2.1. Example 1: population-based iterated local search

In contrast to the use of local search methods within population-
based methods, recent years have witnessed the appearance of
some algorithms that result from the enhancement of metaheuris-
tics based on local search with concepts from population-based
approaches. An example is population-based iterated local search
[31] where iterated local search is extended from working on a
single solution to working on a population which is managed in
the style of evolution strategies. The resulting algorithm, which we
will shortly outline in the following, is very competitive for the
quadratic assignment problem (QAP).

Iterated local search (ILS) [32,33] is a metaheuristic based on
a simple idea. Instead of repeatedly applying local search to ran-
domly generated starting solutions, an ILS algorithm produces the
starting solution for the next iteration by perturbing an incumbent
solution. This is done in the expectation that the perturbation
mechanism provides a solution located in the basin of attraction
of a local minimum that is better than the incumbent solution, but
close in distance. The pseudo-code of ILS is shown in Algorithm 1.
It works as follows. First, an initial solution is generated in function
GenerateInitialSolution(). This solution is subsequently improved
by the application of local search in function LocalSearch(s). The
construction of initial solutions should be fast (computationally
not expensive), and – if possible – initial solutions should be a
good starting point for local search. At each iteration, the incum-
bent solution ŝ is perturbed in function Perturbation(š, history),
resulting in a perturbed solution s′. The perturbation is usually
non-deterministic in order to avoid cycling. The importance of the
perturbation mechanism is obvious: On the one side, a perturbation
that is not strong enough might not enable the algorithm to escape
from the basin of attraction of the current solution. On the other
side, a perturbation that is too strong would make the algorithm
similar to a random restart local search. After the application of
local search to the perturbed solution, the resulting solution ŝ′ may
either be accepted as new current solution, or not. This is decided
in function ApplyAcceptanceCriterion (ŝ′, ŝ, history). Two extreme
examples are (1) accepting the new local minimum only in case
of an improvement and (2) always accepting the new solution. In
between, there are several possibilities. For example, an acceptance
criterion that is similar to the one of simulated annealing can be
adopted.

Algorithm 1 Iterated Local Search

1: s←GenerateInitialSolution()
2: ŝ←LocalSearch(s)
3: while termination conditions not met do
4: s′ ←Perturbation(ŝ, history)
5: ŝ′ ← LocalSearch(s′)
6: ŝ← ApplyAcceptanceCriterion (ŝ′, ŝ, history)
7: end while

The extension to population-based ILS is quite simple. Instead
of working on a single incumbent solution, population-based ILS
maintains at all times a population P of n solutions. The usual ILS-
steps, that is, perturbation and the subsequent application of local
search are, at each iteration, applied to each solution s∈P. Adding

all solutions generated in this way to P results in an augmented
population P′ of 2n solutions. The population for the next generation
is then obtained by removing the worst n solutions from P′. The
pseudo-code of this procedure is shown in Algorithm 2.
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Algorithm 2 Population-Based Iterated Local Search

1: P←GenerateInitialPopulation(n)
2: Apply LocalSearch() to all s∈P
3: while termination conditions not met do
4: P ′ ← P
5: for all s∈P do
6: s′ ← Perturbation(s,history)
7: ŝ′ ← LocalSearch(s′)
8: P ′ ← P ′ ∪ {ŝ′}
9: end for
10: P←Best n solutions from P′

11: end while

When to use this technique? As a simple extension of ILS,
opulation-based ILS can be applied to any problem for which a
eighborhood structure for local search can be designed. We expect
opulation-based ILS to improve over pure ILS especially in those
ases in which high-quality local optima are scattered all over the
earch space. This is the case for the QAP, as opposed to other
roblems with a high fitness-distance correlation.

.2. Example 2: multilevel techniques

Multilevel techniques [34,35] are heuristic frameworks that
ere introduced in particular for dealing with large-scale prob-

em instances. Their origins are so-called multigrid methods [36].
alshaw et al. were among the first ones to apply multilevel tech-

iques to combinatorial optimization problems. Among the earliest
pplications were the ones to mesh partitioning [37], the traveling
alesman problem [38], and graph coloring [34].

The working of multilevel techniques is based on the following
imple idea. Taking as input an original problem instance, smaller
nd smaller instances are generated by successive coarsening until
ome stopping criteria are met. This process provides a hierarchy
f problem instances. Hereby, the problem instance corresponding
o a certain level is always smaller than (or of equal size as) the
roblem instance corresponding to the next higher level. After this
oarsening process, an optimization technique (such as, for exam-
le, a metaheuristic) is used to generate a solution to the smallest
roblem instance. This solution is successively transformed into a
olution to the problem instance corresponding to the next level
ntil a solution to the original problem instance is obtained. Note
hat these solutions may be subject to a refinement process at each
evel. Any improvement technique may be used for this refinement
rocess, but most often a metaheuristic is applied. The working
f multilevel techniques is graphically illustrated in Fig. 1. More

ophisticated multilevel approaches may even use the best solution
roduced by the above-mentioned method for guiding a successive
e-coarsening, which is again followed by the refinement process.
oth phases are iterated to obtain even better solutions [35].

P

P 1

P n −1

P n

s

s1

sn −1

sn
Refinement

Refinement

Refinement

Refinement

coarsen

coarsen

expand

expand

ig. 1. The principle of a multilevel technique. The original problem instance is
abelled P. This problem instance is iteratively simplified until a stopping criterion
s satisfied at some level n corresponding to instance Pn . Then, a metaheuristic may
e applied for the generation of a solution sn to instance Pn , which is subsequently
xpanded into a solution sn−1′ to instance Pn−1 of level n−1. The refinement of
olution sn−1 may be done by a metaheuristic again. This process is stopped once a
olution to the original problem instance has been obtained.
ting 11 (2011) 4135–4151 4137

When to use this technique? In general, the application of a mul-
tilevel framework is only recommended if an efficient and not
excessively complicated way of coarsening problem instances can
be found. This is the case, for example, when graph-based problems
are considered. In these cases, the coarsening of a problem instance
may be done by means of edge or node contractions. However, it
is not only important to be able to identify a way of coarsening a
problem instance, it is equally important that this way of coarsen-
ing a problem instance approximates the corresponding backbone.
Roughly, the backbone of an optimization problem consists of the
set of solution components that are present in high-quality solu-
tions. A recent survey over existing applications is given in [35].
Applications that are not covered by this survey include [39,40].

2.3. Literature overview

In addition to the two examples that have been outlined
above, the literature offers a multitude of different hybridiza-
tions between metaheuristics and other (meta-)heuristic methods.
Other examples of rather unusual hybrids – similar to population-
based iterated local search – are proposed in the paper by Lozano
and García-Martínez [41], where the authors use an evolutionary
algorithm as a perturbation technique for iterated local search.
Moreover, Resende et al. [42] devise several versions of a hybrid
algorithm based on greedy randomized adaptive search procedures
(GRASP) and path relinking methodologies for the max–min diver-
sity problem. One example is evolutionary path relinking where the
pool of elite solutions is evolved in order to be both diverse and of
high quality.

Variable fixing strategies are to some extent related to multilevel
techniques. Hereby, variables of the original problem are fixed to
certain values (according to some criterion) and optimization is
performed over the resulting restricted search space. Examples of
effective variable fixing strategies are the core concepts for knap-
sack problems [43,44]. Another example where variable fixing is
essential is the variable neighborhood decomposition approach
proposed in [45]. Problem kernelization, which is a systematic
approach based on tools from the field of parameterized complex-
ity, is also related to multilevel strategies and variable fixing. The
basic idea of this approach is to reduce a given problem instance in
polynomial time to a so-called problem kernel such that an optimal
solution to the problem kernel can be transformed in polynomial
time to an optimal solution for the original problem instance. In
[46], Gilmour and Dras proposed an ant colony optimization algo-
rithm that makes use – in several different ways – of the above
mentioned problem kernels.

One of the main arguments in favor of metaheuristics has always
been their generality. In principle metaheuristics may be applied
to any combinatorial optimization problem. However, over the
years the focus of many metaheuristic applications has shifted
towards performance, at the cost of loosing generality. Research on
so-called hyper-heuristics [47] has started with the idea of devel-
oping general algorithms that can potentially be applied to many
related problems without much effort of adaptation. The aim is to
raise the level of generality at which optimization systems oper-
ate. Hyper-heuristics do not directly operate on the search space
of the problem under consideration. Instead, they act on a search
space defined by lower-level heuristics – or even metaheuristics
– for the tackled problem. Hyper-heuristics are broadly concerned
with selecting the right (meta-)heuristic at any situation.

Another heuristic framework for potentially improving meta-
heuristics is the so-called proximate optimality principle (POP),

which was introduced by Glover and Laguna in the context of tabu
search [48]. It is based on the intuition that good solutions are likely
to have parts in common and can therefore be found close to each
other in the search space. Fleurent and Glover made use of this prin-
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iple in [49] in the context of partial solutions generated by GRASP.
he idea was that bad decisions made during the construction pro-
ess may be undone by applying local search during (and not only
t the end of) the GRASP construction phase. They proposed a prac-
ical application of POP within GRASP by applying local search at
ertain stages of the construction phase. Other examples can be
ound in [50,51].

A different branch of hybridization is concerned with enhancing
etaheuristics with additional techniques for decreasing run-time,

mproving on the results, or both. Montemanni and Smith [52]
ntroduced an approach based on tabu search for solving the fre-
uency assignment problem. Hereby, tabu search is enhanced by
euristic manipulation, a principle which is based on adding con-
traints to a problem having the effect of reducing the search space.
his, in turn, may facilitate the solution of the problem under con-
ideration. Another example is the paper by Chaves et al. [53]
ealing with clustering search, which works roughly as follows: first,
metaheuristic is used to create a set of initial solutions. These solu-

ions are then clustered. As final step, local search is used to find
ossibly better solutions within the cluster areas.

Finally, it is worthwhile to mention some rather unusual
ybridizations between different metaheuristics. In [54], Chen et al.
ropose the combination of genetic algorithms with extremal opti-
ization [55], which is inspired by self-organized critical models of

o-evolution abstracted from the fundamentals of ecosystems. The
earch process of extremal optimization tries to eliminate those
olution components that can be associated to bad performance.
nother example concerns the work proposed in [56], where the
uthors propose the combination of genetic algorithms and parti-
le swarm optimization. The last example concerns an algorithm
or the arc routing problem proposed in [57], which is obtained
y enhancing tabu search with scatter search principles. However,
ote that this is just a representative sample of many different ways
f combining different metaheuristics.

. Hybridizing metaheuristics with constraint
rogramming

Metaheuristics and constraint programming (CP) are two quite
ifferent problem solving techniques. Each one is usually applied
ith success on problem classes for which the other is not par-

icularly effective. In CP, constrained optimization problems are
odelled by means of variables, domains1 and constraints, which

an be mathematical (as for example in linear programming) or
ymbolic. Constraints encapsulate well-defined parts of the prob-
em into sub-problems. Each constraint is associated to a filtering
lgorithm that deletes values from a variable domain which do
ot contribute to feasible solutions. The solution process of CP is
haracterized by an interleaving of a propagation phase in which
alues are removed from domains by means of the filtering algo-
ithms, and a labelling phase in which an unassigned variable is
hosen and assigned a value in its domain. In case of failure (e.g.,
n empty domain), the search backtracks. When an optimization
roblem is tackled, a bound constraint on the cost function is
osted every time a new improving solution is found. This way,
on-improving assignments are considered infeasible. Metaheuris-
ics usually explore a search space in which states are defined
y complete – possibly infeasible – assignments and are mostly

uided by local information on the objective function. Conversely,
he strength of CP lies in its capability of exploring a search space of
artial assignments and finding a solution that satisfies the problem
onstraints. Also CP makes use of heuristic criteria, for example, for

1 We restrict the discussion to finite domains.
ting 11 (2011) 4135–4151

choosing the variable/value assignment to extend a partial solution.
Summarizing, metaheuristics have been proven effective in finding
good-quality solutions to optimization problems, while they are
usually not very powerful in tackling constraint satisfaction prob-
lems. On the other side, CP is extremely effective in solving decision
problems, while it performs quite poorly on optimization problems
with large feasible spaces and loose bounds on the objective func-
tion. These two methods have complementary strengths and it is
therefore quite natural to try to combine them in order to exploit
possible synergies.

In this section, we outline two among the most paradigmatic
examples of combinations of metaheuristics and constraint propa-
gation techniques.2 These two examples are chosen on purpose as
they have a quite different nature and they show two of the main
perspectives from which the integration of metaheuristics and CP
can be conceived.

3.1. Example 1: CP-based large neighborhood search

CP-based large neighborhood search (LNS) denotes a family
of problem solving techniques in which local search uses CP for
exploring a, typically very large, neighborhood. LNS tries to com-
bine the advantage of a large neighborhood, that usually enhances
the explorative capabilities of local search, with an exhaustive
CP exploration that is faster than enumeration, especially when
most problem variables are already assigned. LNS was first pro-
posed by Shaw in [58] and similar ideas were presented in
[59–61].

The core principle of LNS consists in viewing the exploration of
a neighborhood as the solution of a sub-problem. As an example,
let us suppose we want to solve a vehicle routing problem with nt

trucks, each starting and ending its tour in a depot. The trucks have
to visit nc customers within a given time window at a minimum
cost. Given the current solution, one may fix all routes but one and
optimally solve by CP on the free variables a traveling salesman
problem with time windows and possibly further side-constraints.
The process of fixing part of the current solution (i.e., defining a
partial assignment) and finding its optimal completion is guided
by a local search that employs CP to find the best candidate in the
neighborhood.

Algorithm 3 LNS high level algorithm

1: Input: Problem P(X, D, C, f ) defined by variables X = {x1, . . . , xn},
domains D = {D1, . . . , Dn}, constraints C = {c1, . . . , cm}, objective
function f to be minimized

2: Output: Best solution found
3: s← InitialSolution(); let s ≡ {(x1 = v1), . . . , (xn = vn)}
4: termination condition not met do
5: K ← Select(n,k) Define neighborhood Nk by selecting the indices

of k variables}
6: Let P|K be the problem in which variables xi with i∈K are free

and xi = vi if iK
7: s′ ← SolveCP(P|K ) {Exhaustively explore Nk by CP and find

solution s′ locally optimal w.r.t. Nk}
8: if f (s′) < f (s) then
9: s← s′

10: end if
11: end while

In general, let us assume that the problem to be solved is mod-
elled with a set X of n variables x1, . . ., xn which can assume values
in discrete and finite domains D1, . . ., Dn. The feasible set of solu-

tions S is defined by those assignments satisfying the constraints
c1, . . ., cm. The goal is to find a (nearly) optimal solution w.r.t. an
objective function f defined over S. Suppose that the goal is to min-

2 Examples concerning the combination of metaheuristics and general tree-
search will be discussed in Section 4.
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large amount of computational effort can be saved. It is crucial at
this point to observe that, in this algorithmic scheme, the proba-
bilistic/greedy decision mechanism of ACO comes into play in the
C. Blum et al. / Applied Soft

mize f. A complete assignment to the variables in X is denoted by
≡ {(x1 = v1), . . . , (xn = vn)}, where xi = vi means that variable xi

s assigned value vi ∈Di. A partial assignment is simply a subset of
. The high level LNS search scheme (see Algorithm 3) starts by
enerating an initial solution (line 3), that is, a feasible complete
ssignment s. Then, the main local search cycle is repeated until a
ermination condition is satisfied. For simplicity, but without loos-
ng generality, let us suppose to apply a first improvement local
earch – whereas in general, any local search may be used. A subset
f k variables is chosen so as to define the neighborhood Nk (line 5).
et us denote by K the set of indices corresponding to the selected
ariables. The corresponding sub-problem P|K is then solved by CP
line 7). The solution s′ returned is the optimal completion of the
artial assignment s = {(xi = vi)|i∈ {1, . . . , n} − K}. This step corre-
ponds to the neighborhood exploration. Then, the current solution
is compared to the new one s′ and it is possibly replaced by it

line 8).
The crucial part of the algorithm is the choice of the k vari-

bles which will define the sub-problem to be solved. This choice
s usually made on the basis of both heuristic and stochastic
riteria. In general, the sub-problem/neighborhood size should
e large enough to diversify the search, but the complexity of
olving it should be rather low because this operation is per-
ormed in each iteration of the algorithm. It has also to be noted
hat, when CP is applied to extend a partial assignment into a
omplete one, the propagation of constraints is usually effec-
ive and deep, due to the variables that are already instantiated.
ndeed, this is one of the main reasons for the effectiveness of
NS.

The high level algorithm we have illustrated shows the usage
f a simple first improvement local search, while, in general, more
laborated local search strategies can be used. For example, tabu
earch can be effectively applied in this context, especially because
he tabu conditions can be posted as constraints.

Since its proposal, LNS has been further improved in [62], in
hich a more efficient mechanism for combining local search

nd CP has been proposed. Moreover, in [63] LNS is enhanced by
method for automatically generating neighborhoods by means

f constraint propagation. LNS also shares some similarities with
ybrid approaches in which mathematical programming tools or
ynamic programming are employed for exploring the neighbor-
ood (see, for example [64,65] and Sections 4.2 and 6.1).

When to use this technique? The choice of CP-based LNS as a
ethod for tackling a given problem should primarily be condi-

ioned to the efficiency of solving the sub-problem corresponding
o the neighborhood exploration. Therefore, the first point to con-
ider is whether it is possible to define the neighborhood structure
n such a way that the resulting sub-problem can be efficiently
olved to optimality by CP. This is often the case, for example,
hen neighborhoods are defined by means of additional con-

traints which fix some parts of a complete assignment or when
he problem has a large number of side constraints. Evidence
or the possible advantage of using a large neighborhood to be
xplored by CP – as opposed to a (small) neighborhood searched
y enumeration – can be supported by the observation that, for
he problem at hand, a local search exploring the neighborhood
y enumeration often stagnates in confined areas of the search
pace.

.2. Example 2: ant colony optimization and constraint
rogramming
Ant colony optimization (ACO) and CP are constructive tech-
iques with complementary strengths: ACO is characterized by a
reinforcement) learning capability, while CP is efficient in handling
ting 11 (2011) 4135–4151 4139

constraint.3 The combination of ACO and CP has recently received
more interest especially because of the availability of tools for inte-
grating CP and local search. Moreover, a general framework for
combining ACO and CP, along with new insights on the possible
ways for integrating these two methods, is the subject of a recent
book by Solnon [66].

ACO is a population-based metaheuristic inspired by the ant
foraging behavior and further formalized as a model-based search
metaheuristic [67,68]. In ACO, solutions are iteratively built in par-
allel by a probabilistic constructive procedure. The parameters of
the probabilistic model upon which the procedure is based are
dynamically adjusted by using a learning mechanism, very similar
in spirit to reinforcement learning. In ACO terminology, it is com-
mon to denote the construction of one solution by the action of an
ant which iteratively adds a solution component to the current par-
tial solution. The choice of the component is stochastic and biased
towards components with a higher value of pheromone, which
accounts for the attractiveness of a solution component. Once the
solution is built, its components are rewarded by adding a quan-
tity of pheromone positively correlated with solution quality. This
operation increases the probability that a component belonging to
a high-quality solution is chosen in the successive iterations.

In the following, we succinctly illustrate the core idea of the
hybridization of ACO and CP proposed by Meyer in [69], in which
this combination is described along with experimental results for
a machine scheduling problem with sequence-dependent setup
times. Successively, we outline the other main approaches for
achieving such integration.

Algorithm 4 CP-with-ACO
Input: Variables x1, . . . , xn , domains D1, . . . , Dn , constraints c1, . . . , cm

Output: A feasible assignment, optimal w.r.t. a given objective function or nil
if no feasible solution exists

Setup initial domains for variables x1, . . . , xn

Post initial constraints
while search not completed do

for each ant do
Propagate And Label(x1,. . .,xn)

end for
Update Probabilistic Model()
if new best solution found then

Post upper bound constraint
end if

end while

Let us consider Algorithm 4, which is a slight variation of
the original one from [69], in which we show a general scheme
of a solver based on CP and ACO. The algorithm is a variant
of a classical CP search. The main differences are the procedure
Propagate And Label(x1,. . .,xn) that makes use of the probabilistic
construction mechanism of ACO for variable and value ordering
and the procedure Update Probabilistic Model() that updates the
pheromone values. The combination of ACO and CP can be achieved
by conceiving ACO as the main solution construction procedure and
viewing CP as a tool employed by the ants while constructing a
solution. In fact, the usual approach for constraint handling in ACO
– and metaheuristics in general – is to relax (a subset of) the prob-
lem constraints and penalize complete solutions that violate such
constraints. This procedure might not be very effective, especially
in case of tightly constrained optimization problems. Therefore, if
ants use CP for finding a feasible solution, search is concentrated
on finding a good-quality solution among the feasible ones and a
3 It has to be noted that the “learning capability” of ACO is conceptually different
from what is called the “no-good learning” typical of CP, which consists in adding
to the initial instance constraints representing sets of infeasible assignments.



Journal Identification = ASOC Article Identification = 1132 Date: May 12, 2011 Time: 4:18 pm

4 Compu

c
p

h
s
a
b
g
t
n
w
b
c

h
t
a
s
a
m

b
c
(
a
t
t
t
g
t
t
a

3

t
a
p
t
b
a
r

s
v
b
h
g
s
s
t
t
r
l
a
a
o
a
C
i
s
s
p
o
t

& bound (implicitly) considers all nodes of a certain level of the
search tree, beam search is restricted to a predefined number of
nodes.
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ontext of variable and value selection. In other words, while CP
rovides filtering, ACO is in charge of performing labelling.

Besides the application to constrained optimization problems, a
ybrid method combining ACO and CP can also be applied to con-
traint satisfaction problems (CSPs). In this case, the goal is to find
ny complete assignment satisfying all the constraints. As proposed
y Prestwich in [70], one of the possible ways of achieving this inte-
ration consists in using a metaheuristic algorithm for searching
he space of feasible (partial) assignments, trying to maximize the
umber of assigned variables. A solution to the problem is found
hen all the variables are assigned. This idea has been used to com-

ine ACO and CP in a hybrid algorithm successfully applied to the
ar sequencing problem in [71].

Finally, another very promising way of integrating ACO and CP
as been presented in [72]. In this work, the problem is solved by a
wo phase algorithm: in the first phase, a typical ACO is performed
nd the final pheromone matrix is saved. In the second phase, the CP
olver performs a complete search and uses the pheromone matrix
s a heuristic information for value selection. A similar idea, which
akes use of initial samplings, has been proposed in [73].
When to use this technique? The problems for which the com-

ination of ACO and CP is expected to be effective are those
onstrained optimization problems for which two conditions hold:
i) finding a feasible solution by local search methods is very hard
nd (ii) the space of feasible solutions is large. On one side, when
he first condition holds, CP is a promising candidate method for
ackling the feasibility part of the problem. On the other side, when
he feasible space is large, CP alone is not efficient in finding a
ood solution and a heuristic method can considerably enhance
he performance of the overall technique. In case the two condi-
ions mentioned above are not fulfilled, the combination of ACO
nd CP might not be particularly effective.

.3. Literature overview

The literature on hybrid methods which combine metaheuris-
ics and CP is quite rich and publications range from theory of
lgorithms to applications. Focacci et al. [74] illustrate the main
ossibilities for integrating metaheuristics and CP. According to
heir classification, the combination of metaheuristics and CP can
e mainly achieved by interleaving the two methods, by using one
s a subordinate technique to the other, or by including some algo-
ithmic component from one of the two methods into the other.

The first approach can be seen as an instance of cooperative
earch, in which metaheuristics are applied before CP, providing a
aluable input, or vice versa. Besides the already mentioned work
y Solnon [72], a prominent example of integration in which meta-
euristics are run in a first search phase in order to provide heuristic
uidance for CP is provided by Solution-Guided Multi-Point Con-
tructive Search [75]. The algorithm starts by building a set of elite
olutions which are then used to guide CP solution construction;
his set of solutions is also updated during search and it can be ini-
ially derived by collecting the best solutions returned by several
uns of the best performing metaheuristic algorithms for the prob-
em at hand. The combination of the solution-guided value heuristic
nd CP search, with a bound on the objective function, provides
n effective and robust solver, as indeed proved by recent results
n the job shop scheduling problem [76]. Recently, also evolution-
ry computation and neural networks have been combined with
P in a hybrid stochastic constraint programming framework [77],

n which the goal is to find a policy tree that specifies the deci-
ion variable assignments for any (or just a sample of the) possible

cenarios. The proposed approach defines the policy by means of a
arameterized model, implemented as a neural network. The input
f the network is the current partial policy tree and the output is
he suggested value for the variable to assign. The neural network is
ting 11 (2011) 4135–4151

trained by a genetic algorithm and it is used as a heuristic guidance
for CP.

The second hybridization approach combines the advantages of
a fast search space exploration by means of a metaheuristic with
the efficient neighborhood exploration performed by a systematic
method. A prominent example of such a kind of integration are
large neighborhood search and related approaches and CP-based
local branching [78]. Further examples can be found in [60,61,79].

The third approach consists in designing hybrid methods by
composing algorithmic components both from metaheuristics and
CP. A prominent example of this approach is the class of non-
systematic backtrack searches, which preserve the search space
exploration based on a systematic search (such as tree search),
but sacrifice the exhaustive nature of the search. The hybridiza-
tion is usually achieved by integrating concepts and mechanisms
developed for metaheuristics (e.g., probabilistic choices, aspiration
criteria, heuristic construction) into tree search methods. For exam-
ple, instead of a chronological backtracking, a back-jumping based
on search history or information retrieved from local search sam-
ples can be performed [80–83]. Another approach, proposed by
Dell’Amico and Lodi in [84], is based on the integration of tabu
search machinery into CP search. Other examples of this kind of
integration can be found in [85–87].

The implementation of methods integrating metaheuristics and
CP are currently supported by software tools which enable the
designer to combine both CP and (meta-)heuristic search strategies
in the same framework. Among the most known tools we mention
the IBM ILOG Solver4 and Comet5.

4. Hybridizing metaheuristics with tree search techniques

The hybridization of metaheuristics with tree search techniques
is probably one of the most popular lines of combining different
algorithms for optimization. This is because several metaheuris-
tics as well as some of the most prominent complete algorithms
are members of the class of tree search techniques. In general, opti-
mization techniques may be classified by their way of exploring
the search space of the problem at hand. Tree search techniques
consider the search space of an optimization problem in form of a
tree. Such a search tree is (sometimes only implicitly) defined by a
mechanism for the extension of partial solutions. Each path from
the root node to one of the leafs corresponds to the construction of
a candidate solution. Inner nodes of the tree correspond to partial
solutions. The move from an internal node to one of its children
is an extension of the corresponding partial solution, also called a
solution construction step.

As already mentioned above, the class of tree search tech-
niques contains approximate algorithms such as (meta-)heuristics,
but also many of the complete techniques. Specific examples of
approximate algorithms are greedy heuristics, extensions of greedy
heuristics such as roll-out methods [88], and construction-based
metaheuristics such as ACO [67] and GRASP [89]. The two men-
tioned metaheuristics are iterative algorithms that make use of the
repeated probabilistic construction of solutions. The main differ-
ence is that ACO algorithms are based on a learning component,
while GRASP algorithms are not. A prominent example of a com-
plete algorithm from the class of tree search techniques is branch
& bound, which can also be applied in several heuristic variants
such as, for example, in the form of beam search [90]. While branch
4 http://www-01.ibm.com/software/integration/optimization/cplex-optimizer.
5 http://dynadec.com/.

http://www-01.ibm.com/software/integration/optimization/cplex-optimizer
http://dynadec.com/
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ig. 2. Search tree example. Assume that the solution highlighted by light gray nodes
xcludes them from the search process.

Two representative examples of hybridizing metaheuristics
ith tree search techniques are presented in the following. In the
rst example, which is about Beam-ACO, branch & bound concepts
re used make the solution construction process of ant colony
ptimization more effective. The second example is about large
eighborhood search in the context of mathematical programming.
his type of algorithm exploits the fact that sub-problems of the
riginal problem instance can often be efficiently solved by com-
lete techniques such as MIP solvers.

.1. Example 1: Beam-ACO

The construction of solutions based on greedy information has
n important disadvantage: while being correct for many (if not
ost) decisions, the greedy information may sometimes mislead

he solution construction process. Metaheuristics such as ACO and
RASP, which are based on the construction of solutions, partially
void this disadvantage by extending partial solutions according to
robabilistic decisions. Moreover, the learning component of ACO –
ver time – may undo misleading greedy information. However, as
oth metaheuristics are still biased by greedy information, the dan-
er of being misled persists, even though to a less extent. Another
isadvantage of construction-based metaheuristics – this time in
omparison to complete techniques – is the fact that mechanisms
or reducing the search space are generally not employed. With
oth disadvantages in mind, a recent line of research promotes the

ncorporation of features from branch & bound derivatives such as
eam search into construction-based metaheuristics. Examples are
robabilistic beam search [91], incomplete and non-deterministic
ree search (ANTS) procedures [92–94], and Beam-ACO algorithms
95–97]. Exemplary, the working of Beam-ACO is outlined in more
etail in the following.

As already mentioned in Section 3.2, ACO algorithms have the
ollowing basic way of working. A certain number of solutions is
onstructed independently from each other at each iteration. This
s done probabilistically by means of a so-called pheromone model,

hich is a set of numerical values that are generally associated
o appropriately defined solution components. After solution con-
truction, some of the generated solutions are used for updating the
alues of the pheromone model, that is, the pheromone values. The
im of this procedure is to shift the probability distribution defined
y the pheromone values to high-quality areas of the search space.

n contrast to ACO, the central idea of beam search is to allow the
xtension of partial solutions in parallel, in potentially more than
ne way. At each step, the algorithm chooses maximally ��kbw 	
xtensions of the partial solutions stored in a set B, called the beam.
arameter kbw, known as the beam width, limits the size of B, and
≥1 is another parameter of the algorithm. The choice of feasible

xtensions is performed in a deterministic way using a greedy func-

ion assigning a weight to each feasible extension. At the end of each
tep, the algorithm generates a new beam B by selecting maximally
bw partial solutions from the set of chosen feasible extensions. For
oing that, beam search algorithms make use of bounding infor-
unique optimal solution. Moreover, black nodes indicate that bounding information

mation. Only the maximally kbw best extensions – with respect to
the available bounding information – are included in the new set B.
At termination of the algorithm, the best found complete solution
is returned.

The main idea of Beam-ACO is the non-independent and paral-
lel probabilistic construction of several solutions at each iteration,
as done by beam search. However, in contrast to beam search, the
choice of feasible extensions is done probabilistically in the way
of ACO algorithms. This algorithm has the advantage of using two
complementary types of information about the problem at hand:
greedy information as well as bounding information. The poten-
tial benefits of using bounding information in addition to greedy
information can be easily explained by means of a simple example:
Let us consider the search tree shown in Fig. 2. The unique opti-
mal solution is depicted in light gray. For simplicity let us assume
that all extensions have the same greedy value. Moreover, let us
assume that the available bounding information excludes the black
nodes from being further examined. Based on the greedy values we
may now assign the probability of 0.5 to all extensions of partial
solutions. Based on these probabilities we now consider a proba-
bilistic solution construction process. On the one side, an algorithm
not considering bounding information has, for each solution con-
struction, a probability of 0.0625 to generate the unique optimal
solution. On the other side, a (probabilistic) beam search algorithm
with kbw ≥2 will solve this problem in only one run. A recent arti-
cle [98] gives theoretical evidence of the advantage of algorithms
using the non-independent and parallel probabilistic constructions
of solutions over algorithms that only employ the repeated inde-
pendent probabilistic construction of solutions.

When to use this technique? Several pre-conditions must be sat-
isfied for a successful application of Beam-ACO. First, the problem
at hand must be suitable for the application of ACO. A good indi-
cation for this is the existence of successful greedy algorithms.
Second, it must be possible to identify bounding information that is
computionally inexpensive. This is because Beam-ACO algorithms
employ a probabilistic beam search at each iteration, which means
that bounding information must be computed many times. Finally,
the bounding information should not be misleading in the sense
that the bound should correctly identify the best partial solution
most of the times, when comparing the bounds of two partial solu-
tions of equal size. On the other hand, it is not necessarily required
that the bound is tight.

4.2. Example 2: large neighborhood search based on
mathematical programming

For many combinatorial optimization problems the field of
mathematical programming and (mixed) integer linear pro-
gramming (MIP) in particular provides powerful tools; for

comprehensive introductions into this area see e.g., [99,100]. MIP-
solvers are in general based on a tree search framework but further
include the solution of linear programming relaxations of a given
MIP model for the problem at hand (besides primal heuristics) in
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rder to obtain lower and upper bounds. To tighten these bounds,
arious kinds of additional inequalities are typically dynamically
dentified and added as cutting planes to the MIP-model, yielding a
ranch & cut algorithm. Frequently, such MIP approaches are highly
ffective for small to medium sized instances of hard problems;
owever, they often do not scale well enough to large instances
elevant in practice.

Similarly to CP, see Section 3.1, MIP might therefore be very
seful for searching large neighborhoods within a metaheuristic
ramework. Especially the availability of effective general purpose

IP-solvers such as IBM ILOG CPLEX,6 GUROBI,7 XPRESS,8 or the
reely available SCIP9 and their relatively easy applicability makes
his approach particularly interesting in practice, providing the
roblem at hand can be expressed by a MIP model.

The large neighborhoods that are to be solved by a MIP-solver
an be defined in different ways. In the simplest case, an appro-
riate portion of the decision variables is fixed to the values they
ave in an incumbent solution, and only the remaining (“free”)
ariables are optimized by the MIP-solver. If the MIP-solver finds
n improved solution, it becomes the new incumbent, a new large
eighborhood is defined around it, and the process is iterated. Obvi-
usly, the selection of the variables that remain fixed and that
re subject to optimization, respectively, plays a crucial role: The
umber of free variables directly implies the size of the neighbor-
ood. Too restricted neighborhoods – that is, subproblems – are
nlikely to yield improved solutions, while too large neighborhoods
ight result in excessive running times for solving the subproblem

y the MIP-solver. Therefore, a strategy for dynamically adapt-
ng the number of free variables is sometimes used. Furthermore,
he variables to be optimized might be selected either purely at
andom or in a more sophisticated, guided way by considering
he variables’ potential impact on the objective function and their
elatedness.

For example, Mitrović-Minić and Punnen [101] describe such
n approach for solving general mixed integer programming prob-
ems, called variable intensity local search, and tested it specifically
n the generalized assignment problem and its multi-resource
ariant.

A successful and more problem-specific, practical example for
he above definition of large neighborhoods has been described
y Prandtstetter and Raidl for the car sequencing problem [102].
ere, the goal is to find a cost-effective arrangement of com-
issioned cars along a production line, that is, a permutation.

ach car requires particular components to be installed by dif-
erent working bays along the assembly line, and the objective
s to smooth the workload at the working bays. More formally,
o more than lc cars are allowed to require component c in any
ubsequence of mc consecutive cars, and violations of this con-
traint are penalized by additional costs in the objective function.
randtstetter and Raidl describe a generalized variable neighbor-
ood search that makes use of eight different types of neighborhood
tructures. Besides the more straight-forward simple move and
wap neighborhoods, more powerful �-exchange neighborhoods
re considered: A set of � cars is selected either uniformly at ran-
om or by a greedy strategy that prefers cars involved in conflicts,
hus, inducing higher costs. These cars are then released from their
urrent positions and reassigned in an optimal way by solving a

orresponding MIP. The number � of cars to be reassigned is var-
ed within the variable neighborhood search, starting with a small
alue and thus, small neighborhoods, and increasing it up to 65

6 http://www-01.ibm.com/software/integration/optimization/cplex-optimizer.
7 http://www.gurobi.com/.
8 http://www.aimms.com/features/solvers/xpress.
9 http://scip.zib.de/.
ting 11 (2011) 4135–4151

when no improved solution can be found. To avoid too long run-
ning times for larger �, the MIP solver is aborted when a certain time
limit is exceeded and the so far best solution (if available) is con-
sidered. Empirical investigations have shown that the utilization of
the MIP-neighborhood substantially improves the overall solution
quality.

An alternative way for defining large neighborhoods is to reduce
the whole search space by including additional constraints. Among
the more generally applicable ones are local branching constraints
[103], which in the basic version are suited for MIPs with binary
variables (x1, . . ., xn)∈{0, 1}n. For a current incumbent solution x =
(x1, . . . , xn) this neighborhood is defined by

�(x, x):=
∑

j∈ S

(1− xj)+
∑

j∈ {1,...,n}\S

xj ≤ k, (1)

where S represents the index set of the variables that are set to
one in x, i.e., S = {j = 1, . . . , n|xj = 1}. For discrete values �(x, x)
resembles the Hamming distance, and thus, the neighborhood
induced by the local branching constraint corresponds to the clas-
sical k-opt neighborhood. Parameter k controls the size of the
neighborhood and its choice is critical. Frameworks that dynam-
ically adapt k are therefore common, e.g., by utilizing variable
neighborhood search [104]. Fischetti and Lodi [103] also showed
how the local branching constraints can be generalized to non-
binary integer variables. However, the major advantage of local
branching constraints – namely that no variables must be explicitly
selected for fixing – also comes with a downside: Local branch-
ing constraints are dense, i.e., they involve all binary variables, and
their inclusion increases the complexity of the MIP model in terms
of variables and constraints. In particular, including reverse local
branching constraints to exclude already searched neighborhoods
from consideration in further iterations has not turned out to be
fruitful [105].

In contrast to these relatively general local branching approach,
special problem-specific neighborhoods can sometimes be iden-
tified which are promising to be searched by MIP methods. For
example, Archetti et al. [106] consider the selective arc routing
problem with penalties, which is a generalization of the directed
rural postman problem in which a minimum cost cycle traversing
a subset of arcs at least once is sought; costs arise for unvisited
arcs. After performing tabu search, a large neighborhood is defined
based on the solutions visited by tabu search: First a minimal tour
containing a set of “good” arcs that are most likely contained in an
optimal solution, i.e., those arcs that appeared in most of the visited
solutions, is built. The large neighborhood, which is then searched
by means of a MIP-solver, consists of all possible extensions of this
minimal tour by further sequences of so-called “questionable” arcs.
Due to the relatively high running time of the MIP-solver, the large
neighborhood search is not iterated here, but only applied once as a
final refinement phase. Experimental results document the positive
impact of this approach.

A similar methodology has been proposed by De Franceschi
et al. [107] for the directed capacitated vehicle routing problem.
Further special MIP-based neighborhoods have, for example, been
described by Oncan et al. [108] for partitioning problems, Ropke
and Pisinger [109] for pickup and delivery problems with time
windows, and Pirkwieser and Raidl [110] for a Periodic Location-
Routing Problem.

When to use this technique? Large neighborhood search by means
of MIP solvers is nowadays a relatively frequent approach which is
promising in many cases. A particular advantage is the relative ease

of application, providing the problem to solve can be conveniently
expressed by a MIP model and a corresponding general purpose
solver is available. Also, when one first aims at solving the problem
exactly by means of a MIP solver and encounters too high running

http://www-01.ibm.com/software/integration/optimization/cplex-optimizer
http://www.gurobi.com/
http://www.aimms.com/features/solvers/xpress
http://scip.zib.de/
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In the following we present two examples of hybrid metaheuris-
tics based on problem relaxations. In the first one a search algorithm
C. Blum et al. / Applied Soft

imes for practical instances, MIP-based large neighborhood search
s an obvious possibility to consider.

.3. Literature overview

The hybridization of metaheuristics with tree search techniques
s surely one of the most popular hybridization approaches. Instead
f trying to mention all the articles that have appeared in this field,
e focus on a representative selection of works, different to the

nes mentioned already above, that is, different to Beam-ACO and
IP-based large neighborhood search.
The work by Nagar et al. [111] for a two-machine flow-shop

cheduling problem was probably one of the first works on the
ombination of branch & bound with an evolutionary algorithm.
he presented algorithm, which acts on permutations of all jobs,
ay be seen as a multi-stage approach. In the first stage of the algo-

ithm, branch & bound is executed up to a fixed tree level k. The
alculated bounds are stored at each node of the branch & bound
ree. The second stage consists in the execution of the evolution-
ry algorithm. Hereby, each generated partial solution is mapped
o its corresponding tree node. If the bounds indicate that the par-
ial solution cannot be part of an optimal solution, guided mutation
perators are applied for changing the partial solution.

Meaningful restricted subproblems that are solved by tree
earch methods for finding improved solutions do not necessar-
ly have to be defined based on a single incumbent solution only.
he concept of solution merging is based on the idea of deriving
opefully better solutions from the attributes originating from two
r more input solutions. Applegate et al. [112,113] were among
he first to suggest tree search methods in the context of merg-
ng and applied it to the traveling salesman problem (TSP): A
et of promising solutions is derived by a series of runs of the
hained Lin-Kernighan iterated local search. The sets of edges of
ll these solutions are merged and the TSP finally solved to opti-
ality on this resulting reduced graph. Solution merging further

s sometimes used as a replacement for naive crossover oper-
tors of evolutionary algorithms. Cotta and Troya [114] discuss
his aspect in the context of a more general framework for com-
ining branch & bound with evolutionary algorithms and show
he usefulness of identifying optimal offspring for different prob-
ems. Eremeev [115] studies the computational complexity of
roducing a best possible offspring from two parents for binary
epresentations from a theoretical point of view. He concludes
hat the optimal recombination problem is polynomially solv-
ble for the maximum weight set packing problem, the minimum
eight partitioning problem, and linear Boolean programming
roblems with at most two variables per inequality. On the other
and, determining an optimal offspring is NP-hard for 0/1 inte-
er programming with three or more variables per inequality,
he knapsack problem, set covering, the p-median problem, and
thers.

So far, we have considered approaches where tree search is used
s a subordinate within a metaheuristic. However, the literature
lso offers examples where metaheuristics are used for guiding
he search process of tree search. For mixed integer program-

ing, Rothberg [116] suggests a tight integration of an evolutionary
lgorithm in a branch & cut based MIP solver. The evolutionary algo-
ithm is applied as branch & bound tree node heuristic in regular
ntervals, and MIP-based optimal merging is done by first fixing all
ariables that are common in a set of selected elite solutions. Muta-
ion selects a solution, fixes a randomly chosen subset of variables,
nd calls the MIP-solver for determining optimal values for the

emaining problem. Experimental results indicate that this hybrid
an significantly improve the MIP-solver’s performance in finding
ood solutions for very difficult MIPs, and this method therefore has
een integrated in the commercial MIP-solver CPLEX in version 10.
ting 11 (2011) 4135–4151 4143

An example in which the spirit of local search is used to boost
the heuristic power of branch & bound is diving. Here, the strategy
for selecting the next tree node to be processed is modified in such
a way that the search is focused on the neighborhoods of promis-
ing incumbent solutions in order to quickly identify high-quality
solutions. Danna et al. [117] describe guided dives: The branch to
be processed next is chosen to be the one in which the branching
variable is allowed to take the value it has in an incumbent solu-
tion. Guided dives are repeatedly applied at regular intervals during
the whole optimization process. Again, this concept is included in
recent versions of CPLEX.

Further examples are the works by Gallardo et al. [118] and
Blum et al. [119], in which the control flows of beam search and a
memetic algorithm are intertwined, i.e., phases of beam search and
the memetic algorithm alternate. Beam search purges its queue of
open partial solutions by excluding those whose upper bounds are
worse than the value of the best solution found by the memetic
algorithm. On the other side, the memetic algorithm is guided by
injecting information about promising regions of the search space
identified by beam search into the population.

Apart from branch & bound, metaheuristics have also been
hybridized with backtracking techniques. In [120] the authors
describe various hybrid metaheuristics applied to problems rang-
ing from car sequencing and graph coloring to scheduling. One
example is the application of a tabu search algorithm to the job
shop scheduling problem where local search is combined with
complete enumeration as well as limited backtracking search.
Nested partitioning proposed by Shi and Ólafsson [121] is another
example were breadth-first search combined with backtracking
is used to explore the search space under the guidance of a
metaheuristic. However, the search tree of nested partitioning cor-
responds to an explicit search space partitioning, rather than an
implicit one obtained by variable-value assignments. The obtained
sub-spaces are usually evaluated by a metaheuristic. In [122],
ACO is applied for this purpose, whereas in [123] local search is
used.

5. Hybridizing metaheuristics with problem relaxation

Enhancing metaheuristics with information gained from prob-
lem relaxation has turned into a quite popular hybridization
approach in recent years. Hereby, a relaxed version of a given prob-
lem is obtained by simplifying and/or removing constraints. When
removing constraints, they may either be dropped, or they may, for
example, be transformed to additional terms of the objective func-
tion. In case the relaxed problem can be efficiently solved, the hope
is that the structure of an optimal solution to the relaxed problem
together with its objective function value may facilitate somehow
the solution of the original problem. Problem relaxations are also
heavily used, for example, in complete techniques such as branch &
bound. This is because the optimal solution value of a relaxed prob-
lem can be regarded as a bound for the optimal solution value of the
original problem, and hence, it can be used for pruning the search
tree. An important type of relaxation in combinatorial optimization
concerns dropping the integrality constraints of the involved inte-
ger variables of a MIP model. The resulting relaxation, which is a
linear program (LP), can then be solved to optimality by efficient
methods such as the well-known simplex algorithm.
is guided by Lagrangian relaxation. The second example concerns
iterative relaxation based heuristics where LP relaxations and MIP
relaxations are used separately and in combination to solve 0–1
mixed integer programming problems.
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the sets of variables on which integrality is enforced are disjoint
from one iteration to the next. In practice, however, the number of
binary variables in the MIP relaxation will be limited as will be the
144 C. Blum et al. / Applied Soft

.1. Example 1: hybrid metaheuristics based on Lagrangian
elaxation

In [124,125], Boschetti et al. identify simple metaheuristic
rameworks based on the guidance of problem relaxations such
s Benders decomposition, the Dantzig-Wolfe decomposition, and
agrangian relaxation. In fact, it turns out that such algorithms
ave been used since quite a while in the Operations Research
ommunity. However, most of these approaches have not been
eveloped from a metaheuristic perspective. Therefore, the authors
f [124,125] see a large potential for enhancing this type of algo-
ithm with algorithmic components from the metaheuristics field.
s an example, we outline a metaheuristic framework based on
agranging relaxation. For this purpose we start by shortly dis-
ussing the main ideas of Lagrangian relaxation. Consider the
ollowing general mixed integer program P:

P:=min c1x + c2y (2)

ubject to:

x + By ≥ b (3)

y ≥ d (4)

≥ 0 (5)

≥ 0 and integer (6)

Hereby, x is the vector of continuous variables, y is the vector
f integer variables, b and d are constant vectors and A, B, and D
re matrices. Moreover, zP is the optimal solution value of problem
. A Lagrangian relaxation is obtained by moving some of the con-
traints – for example, constraints (2) – in the following way to the
bjective function, resulting in a problem labelled as LR(�):

LR(�):=min c1x + c2y+ �(b− Ax − By) (7)

ubject to:

y ≥ d (8)

≥ 0 (9)

≥ 0 and integer (10)

Hereby, � is a given weight vector with weights greater or equal
o zero. These weights are also called the Lagrangian multipliers.
t is easy to show that zLR(�)≤ zP for all possible weight vectors.
herefore LR(�) is, for each possible �, a relaxation of P. In order to
btain the best relaxation possible, it is necessary to find the weight
ector �*≥0 such that zLR(�*) is maximal, that is:

LR(�∗) =max {zLR(�)|� ≥ 0} (11)

A practical and efficient way of finding a good vector � of
agrangian multipliers is the so-called sub-gradient optimization
rocedure (see, for example, [126]), which iteratively solves prob-
ems LR(�) and updates the Lagrangian multipliers in a systematic
ut simple way. This procedure can also be used in the follow-

ng way for solving the original problem P. At each iteration, the
ptimal solution (x�, y�) of the relaxation LR(�) may be used in
ombination with � for the generation of feasible solutions to the
riginal problem P. This may be done by means of simple heuristics,
r alternatively by means of metaheuristic concepts. This way of

ackling a problem, which is sketched in Algorithm 5, was labelled
agrangian Metaheuristic in [124,125]. The authors of these works
lso provide example implementations for combinatorial problems
uch as the single source capacitated facility location problem. A
ting 11 (2011) 4135–4151

nicely working example of a Lagrangian metaheuristic applied to
the generalized assignment problem can be found in [127].

Algorthm 5 Lagrangian Metaheuristic

1: �← InitialLagrangianMultipliers()
2: repeat
3: (x�, y�)← Solve(LR(�))
4: (x, y)← DeriveFeasibleSolution((x�, y�), �)
5: �← Update(�)
6: until termination conditions are satisfied
7: output: the best feasible solution obtained for problem P

When to use this technique? The potential advantages of hybrid
metaheuristics of the type of the Lagrangian metaheuristic over
standard metaheuristics can be summarized as follows. First, due
to the fact that both lower and upper bounds are improved dur-
ing the search process, quality conditions may be derived for the
obtained solutions. In addition, whenever the lower and the upper
bounds coincide, optimality conditions are satisfied and the search
can safely be terminated. The availability of a constantly improv-
ing lower bound also allows the potential pruning of the search
space. Finally, a precondition for the use of this hybrid technique is
that function Solve(LR(�)) (see line 3 of Algorithm 5) is not too time
consuming.

5.2. Example 2: iterative relaxation based heuristics

The MIPLIB10 benchmark library, for example, contains a large
amount of 0–1 mixed integer programming problem instances that
originate in real-life applications ranging from railway line plan-
ning over protein folding to VLSI design. Wilbaut and Hanafi [128]
present several iterative relaxation based heuristics to solve 0–1
mixed integer programming problems. They combine LP as well as
MIP relaxations into a powerful set of heuristics. These are related to
the linear programming based algorithm (LPA) for solving 0–1 inte-
ger programs by Soyster et al. [129], that was further enhanced by
Hanafi and Wilbaut [130]. The main principle of LPA is to solve, in a
first step, the LP relaxation of the original problem. In a second step
the variables with integral values in the LP relaxation are fixed and
this reduced problem is solved to integer optimality. Finally a cut
is added to the problem excluding the already visited search space.
This process is repeated until the lower bound and the current best
feasible solution have a difference smaller than one.

Wilbaut and Hanafi then introduce three new heuristics based
on MIP relaxations, improving the upper bounds and introducing
intensification and diversification and thereby possibly improving
the lower bounds. The MIP relaxation is obtained by enforcing inte-
grality on a subset of the binary variables only. This leads to the
new iterative MIP relaxation algorithm (MIPA). In MIPA, first an
LP relaxation of the problem is solved yielding a solution xLP. Sec-
ondly, the MIP relaxation where integrality is enforced on those
binary variables with non-integral values in xLP is solved, yielding
a solution xMIPR. Thirdly, as in the LPA algorithm, all variables with
integral values are fixed, forming a reduced problem that is solved
to integer optimality. Finally a cut is added to the problem exclud-
ing the already visited search space and all integrality constraints
are removed. In the next iteration integrality is enforced on those
binary variables with non-integral values in xMIPR of the previous
iteration. This process is repeated as in LPA. The main advantage of
this method is the solution diversification obtained by the fact that
number of iterations.

10 http://miplib.zib.de/.

http://miplib.zib.de/


Journal Identification = ASOC Article Identification = 1132 Date: May 12, 2011 Time: 4:18 pm

Compu

t
i
r
g
t
o
r
o
l
b
a
c
a
a
i
t
a

k
p
m
d

t
m
[
r
u
e
u
a
s

f
l
T
i
s
e
s
c

5

f
r
t

L
i
i
o
F
a
o
s
o
a

g
I
c
a
T
f

C. Blum et al. / Applied Soft

Based on those ideas the authors then propose two new heuris-
ics, the iterative relaxation based heuristic (IRH) and the iterative
ndependent relaxation based heuristic (IIRH). In IRH, both the LP
elaxation as well as the MIP relaxation obtained by enforcing inte-
rality on those binary variables that have non-integral values in
he LP relaxation are solved at each iteration. The lower bounds
btained by both relaxations are compared and the better one is
etained. Furthermore, as in the previous algorithms, the solutions
btained by both relaxations are used to define two reduced prob-
ems that are solved yielding a feasible solution and thus an upper
ound. Cuts obtained by the solutions of both relaxations are then
dded to the problem and the process is repeated until a stopping
riterion is reached. In IIRH the LP relaxation and the MIP relax-
tion are independent of each other. The LP and MIP relaxations
re working with separate problems to be solved, therefore keep-
ng the obtained cuts separated. Only the current best solution and
he lower bound are shared between this interleaved version of LPA
nd MIPA.

LPA, IRH, and IIRH are evaluated on the multidimensional
napsack problem (MKP) and on a benchmark set of binary MIP
roblems. New improved solutions for some of the MKP bench-
arks as well as encouraging results on the binary MIP problems

emonstrate the potential of the algorithms.
The combined use of LP and MIP relaxations in a metaheuris-

ic context is a very promising direction and has already led to
any successful algorithmic approaches. In a theoretical article

131] Glover proposes different ways of using cuts obtained from
elaxations in metaheuristic algorithms. Among others, the cuts
sed by Wilbaut and Hanafi are further extended and strength-
ned in the article. Glover shows how such inequalities can be
sed to embed target solutions and target objectives as well
s to obtain intensification and diversification in metaheuristic
earch.

When to use this technique? The main advantage to be expected
rom combining relaxations with metaheuristics is the global prob-
em view that is often achieved by solving a problem relaxation.
his allows to lead metaheuristics and local search towards promis-
ng regions of the search space and possibly obtain higher quality
olutions requiring less run-time. Just like in the case of the first
xample of this section, this hybrid technique should only be con-
idered if solving the corresponding problem relaxation is not
omputationally expensive.

.2.1. Literature overview
Metaheuristics that are guided by problem relaxation can be

ound quite frequently in the literature. In the following we present
epresentative examples. A more general overview on combina-
ions of metaheuristics with LP and ILP techniques is given in [13].

A straightforward way to make use of an optimal solution to the
P relaxation of a problem at hand is to directly derive a heuristic
nteger solution which is feasible for the original problem. Depend-
ng on the tackled problem, this can be achieved by simple rounding
r by more sophisticated repair strategies. For example, Raidl and
eltl [132] present a hybrid genetic algorithm (GA) for the gener-
lized assignment problem. In their GA, the initial population is
btained by a randomized rounding procedure for generating fea-
ible integer solutions from the LP relaxation. As these solutions are
ften infeasible, randomized repair and improvement operators are
pplied as well.

Optimal solutions to LP relaxations may also be exploited for
uiding local search or for repairing infeasible candidate solutions.
n [133] the multi-dimensional knapsack problem, a popular test-

ase for hybrid algorithms, is considered. The items are sorted
ccording to increasing LP-values of their corresponding variables.
hen, a greedy repair procedure removes the items in this order
rom the knapsack until all constraints are fulfilled. Finally, a greedy
ting 11 (2011) 4135–4151 4145

improvement procedure considers the items in reverse order and
includes them in the knapsack as long as no constraint is violated.
In contrast to the above mentioned approaches, Chu and Beasley
[134] present an evolutionary algorithm for the MKP that exploits
the dual variable values, coming as a by-product of solving LP
relaxations. On the basis of the dual variable values they calculate
pseudo-utility ratios for the variables. Interestingly, these pseudo-
utility ratios tend to give good indications of the likeliness of the
corresponding items to be included in an optimal solution.

A last example for the use of LP relaxations is the algorithm by
Vasquez and Hao [135,136], which was also applied to the MKP.
The basic idea consists in solving a series of LP relaxations which
are obtained by adding constraints with the aim of biasing solu-
tions towards a certain number of items. This is done in a first
phase. Afterwards, in a second phase, tabu search is used to search
around the optimal solutions to these relaxed problems. Hereby,
tabu search is enforced to search within a certain distance to the
non-integral solutions.

In contrast to the above-mentioned examples that use LP relax-
ations, the hybrid GA for the prize collecting Steiner tree problem
by Haouari and Siala [137] makes use of a Lagrangian relaxation.
More specifically, it is based on a Lagrangian decomposition of a
minimum spanning tree like ILP formulation of the problem. The
volume algorithm is used for solving the Lagrangian dual [138].
Afterwards, a GA is applied which exploits information provided
by the volume algorithm. The original graph is reduced by cutting
edges, meaningful initial solutions are generated, and the objective
function is modified by considering reduced costs.

A similar combination of Lagrangian decomposition with
genetic algorithms is described in Pirkwieser et al. [139] in the
context of the knapsack constrained maximum spanning tree prob-
lem. Moreover, a combination of a Lagrangian relaxation approach
and VND, which is based on similar ideas, has been developed by
Leitner and Raidl [140] for a real-world fiber optic network design
problem.

A different use of Lagrangian relaxation is proposed in Tamura
et al. [141], where a job-shop scheduling problem is tackled. Given
the MIP formulation of the problem, the domain of the variables is
split into sub-domains, which are then indexed. Moreover, the orig-
inal domains are replaced by the indices of the sub-domains. Then,
a GA is applied to this reduced problem version and the fitness of
the solutions is estimated by Lagrangian relaxation which gives an
indication on the quality of the search space region represented by
the corresponding solution. When the GA terminates, an exhaus-
tive search of the region identified as the most promising one is
carried out.

Reimann [142] introduces an ACO algorithm for the symmetric
TSP where an optimal solution to the minimum spanning tree (MST)
relaxation is used for biasing the search of the artificial ants towards
edges that form part of the minimum spanning tree. The proposed
algorithm is based on computational experience indicating that an
optimal solution to the symmetric TSP has about 70–80% of the
edges in common with an optimal MST solution.

6. Hybridizing metaheuristics with dynamic programming

Dynamic programming (DP) [143] is an algorithmic scheme for
optimization that solves a combinatorial problem as follows. First,
the given problem is divided into subproblems. Then a solution to
the given problem is obtained by combining the solutions to already
solved subproblems into solutions to larger subproblems until the
original problem is solved. A crucial point of DP is that the solutions

to already solved subproblems are stored. This has the advantage
that they do not have to be re-computed every time the solution
is required. Basically, an optimization problem must exhibit two
properties in order to be solved by DP:
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adding exogenous constraints. Ideally, the neighborhoods should
be exponentially large and designed in such a way that the cho-
sen complete method can explore them in (pseudo-)polynomial
time. The pseudo-code of a general corridor method is shown in
Algorithm 7.
146 C. Blum et al. / Applied Soft

. Optimal solutions to the problem must contain optimal solutions
to subproblems. In this case, a problem is said to show optimal
substructure.

. The space of subproblems should be relatively small. Typically,
the total number of distinct subproblems is polynomial in the
input size.

The existing literature offers examples for the successful inte-
ration of DP with metaheuristics, both in the case of constructive
nd local search techniques. In this section we illustrate two
epresentative examples of hybrid solvers obtained by integrat-
ng DP with metaheuristics: Iterated dynasearch and the corridor

ethod.

.1. Example 1: iterated dynasearch

Iterated dynasearch is a hybrid metaheuristic that uses DP as
neighborhood exploration strategy inside iterated local search

4]. The rationale behind this integration is the same as for LNS, as
escribed in Sections 3.1 and 4.2. In some cases, DP can make it
ossible to completely explore a neighborhood of exponential size

n polynomial time and space. In this paragraph, we will illustrate
he principles of iterated dynasearch with respect to its application
o the single-machine total weighted tardiness scheduling problem
SMTWTSP) [144]. Further contributions to this work can be found
n the recent literature [145,146].

The SMTWTSP can be defined as the problem of finding the pro-
essing order of n jobs on one machine such that the total tardiness
s minimized. More formally, for each of the n jobs, a processing
ime pj, a positive weight wj and a due date dj are given. Jobs
re available at time zero and must be processed one at a time
ithout interruption. Once a job ordering is provided, for each

ob a completion time Cj can be computed, along with its tardi-
ess Tj = max{Cj−dj, 0}. Therefore, the function to be minimized is

n
j=1wjTj .
For the moment, let us simply focus on the design of a suit-

ble neighborhood structure for a best-improvement local search.
natural neighborhood structure can be defined in terms of job

ermutations. Any permutation of n objects can be obtained by the
epeated application of swaps. Each swap consists in exchanging
wo objects. The resulting neighborhood is called the 2-exchange
eighborhood. In general, the k-exchange neighborhood, defined
y sequences of swaps involving k objects, has an O(nk) size. There-
ore, for efficiency concerns, usually only the cases of k∈{2, 3} are
onsidered.

The dynasearch swap neighborhood of a job sequence � = (�(1),
. ., �(n)) is composed of all the permutations of � that can be gen-
rated by a series of independent swaps. Two swap moves {i, j} and
k, l} are independent if max{i, j}< min{k, l} or min{i, j}> max{k, l}.
his neighborhood has size 2n−1−1. However, the independence
f moves makes it possible to define a recursive enumeration algo-
ithm based on DP such that the resulting exploration is polynomial
n time and space.

Let �k be the partial job sequence ordering with minimum total
eighted tardiness among the possible allowed orderings of the

equence (�(1), . . ., �(k)) and let F(�k) be the total weighted tar-
iness of �k. This partial sequence can be obtained from a partial
ptimal sequence �i, 0≤ i < k, by adding job �k. Two cases must be
onsidered:
. i = k−1: job �k is simply appended to �i.

. i < k−1: job �k is first appended to �i and then immediately
swapped with job �(i + 1); hence the final sequence is (�(1), . . .,
�(i), �(k), . . ., �(i + 1)).
ting 11 (2011) 4135–4151

In both cases, the total tardiness F(�k) can easily be determined
by choosing the minimum of the tardiness values computed as a
sum of independent contributions. The best sequence �n can be
computed recursively by a DP algorithm that runs in O(n3) and
requires O(n) space.11

Algorithm 6 Iterated dynasearch

1: s← GenerateInitialSolution()
2: ŝ← BestImprovement(s; dynasearch swap neighborhood)
3: while termination conditions not met do
4: s′ ← Perturbation(ŝ; sequence of random swaps)
5: ŝ′ ← BestImprovement(s′; dynasearch swap neighborhood)
6: ŝ← ApplyAcceptanceCriterion(ŝ′, ŝ, history)
7: end while

A best-improvement local search based on the dynasearch
neighborhood has, on average, a better performance than a
best-improvement local search using the 2-exchange or the
3-exchange neighborhoods. In other words, the average total
tardiness of the local optimum returned in the case of the
dynasearch neighborhood is lower. Furthermore, this local search
can be taken as the inner local search component for an
iterated local search (ILS) algorithm [31], as illustrated in Algo-
rithm 6. The algorithm iteratively perturbs the current solution
s to provide an initial solution for a best improvement local
search.12 The local optimum found by the local search replaces
the current solution s depending on the given acceptance
criterion.

When to use this technique? The characteristics of iterated
dynasearch are very similar to those of LNS methods in general.
In this specific case, since the technique devoted to exploring the
neighborhood is DP, it is obvious that a precondition for the appli-
cability of this hybrid method is the availability of an efficient DP
approach for solving the sub-problem corresponding to neighbor-
hood exploration. In particular, this sub-problem must have an
optimal sub-structure, that is, an optimal solution is made of optimal
solutions to its sub-parts.

6.2. Example 2: corridor method based on dynamic programming

The so-called corridor method [147] is a hybrid metaheuris-
tic inspired by DP. It has its origins in attempts to deal with the
curse of dimensionality [148] in large-scale DP applications. Con-
ceptually, the idea is to optimize the objective function over a
corridor constructed around the state trajectory generated by the
incumbent feasible solution. The best solution found in this cor-
ridor is then chosen to be the new incumbent solution for the
next iteration. This process is repeated until the new incumbent
solution is identical to the old one. At this point the procedure
either stops, or a new incumbent solution is generated in some
way, and the search process is continued. The first algorithms of
that kind were devised in the context of reservoir control and
operation problems (see, for example, [149]). However, the cor-
ridor method is not restricted to the use of DP. In the case of
branch & bound, for example, corridors – that is, neighborhoods
– are constructed around the incumbent solutions themselves,
rather than around the DP state trajectories. This may be done by
11 For brevity, we omit the details and point the interested reader to [144].
12 In general, any local search algorithm can be used.
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Algorithm 7 Corridor Method

1: s← GenerateInitialSolution()
2: while termination conditions not satisfied do
3: X ← ConstructCorridor(s) {Note that X is a subspace of the search space}
4: s′ ← ApplyCompleteOptimizationMethod(X)
5: if f (s′) < f (s) then
6: s← s′

7: else
8 s← GenerateNewSolution()
9: end if
10: end while
11: output: the best solution found

In a way, the corridor method is similar to large neighborhood
earch (LNS) (see Sections 3.1 and 4.2). However, while – at least
he early – LNS approaches were developed with the aim of mak-
ng local search based metaheuristics more efficient, the corridor

ethod was designed with the aim of supporting complete tech-
iques such as dynamic programming in a heuristic way when
pplied to large scale problems. In fact, the neighborhoods used in
ocal search based metaheuristic and in early LNS methods (see, for
xample, [150]) are generally move-based. This refers to the fact that
he neighborhood around the incumbent solution is usually gener-
ted on a topological basis of moves, that is, relatively small changes
re applied to the incumbent solution. On the contrary, neighbor-
oods used in the context of the corridor method are method-based,
hich means that these neighborhoods are designed in order to ful-
ll the needs and the requirements of the complete optimization
echnique used to explore the neighborhood.

When to use this technique? The corridor method should be con-
idered as an option in cases in which efficient complete methods
re known for solving sub-problems of the original problem at
and. If this is given, the algorithm designer is required to specify
way in which these sub-problems can effectively be utilized for
eighborhood exploration. Although not yet widely in use, the cor-
idor method has been successfully applied, for example, to a blocks
elocation problem [151], to a DNA sequencing problem [152], and
o a pre-marshalling problem [153].

.3. Literature overview

Apart from the examples outlined above, a few other hybrids
nvolving DP have been proposed in the literature. In this section

e discuss a representative sample of them. In [154], for example,
lum and Blesa present the use of a DP algorithm in two different
etaheuristics for the k-cardinality tree (KCT) problem. The general

dea of their approaches is not limited to the KCT problem and can,
otentially, be used for other subset problems. Basically, the idea

s to let the metaheuristic generate objects that are bigger than
olutions. Ideally, these objects contain an exponential number of
olutions to the problem under consideration. DP is then used to
fficiently find for each object the best solution that it contains.

Another example is the article by Hu and Raidl [155], where DP
s used in the context of an evolutionary algorithm for obtaining
he best solution that can be generated from an incomplete solu-
ion. The problem considered in this article is the generalized TSP in
hich a clustered graph is given and a shortest tour visiting exactly

ne node from each cluster is required. Hu and Raidl study a repre-
entation where solutions are stored as a permutation of the given
lusters, representing the order in which the clusters are to be vis-
ted. A DP procedure is then used to derive a corresponding optimal
election of particular nodes from each cluster.

The algorithm proposed in [156] combines an evolutionary

echnique and DP for the application to a dynamic facility lay-
ut problem with unequal sizes of departments, which may even
hange from one period to the next. A number of T evolutionary
lgorithms is run in parallel, one for each of T periods. In each case,
ting 11 (2011) 4135–4151 4147

a solution represents a layout for the respective period. However,
as a solution to the original problem is a sequence of T periods,
the evaluation of a layout of a single period must take into account
the best combination of layouts that can be generated given the
current populations. This is done by DP. A related approach is pre-
sented in [157] for a dynamic plant layout problem. Here, solutions
are sequences of layouts for different planning periods. Given sev-
eral solutions, DP is used as a crossover operator for finding the best
combination of the layouts for the different planning periods.

The following examples represent hybrid algorithms based on
problem decomposition. In [158], the authors propose a hybrid
method combining adaptive memory, sparse DP, and reduc-
tion techniques to reduce and explore the search space. First, a
bi-partition of the variables is generated, which leads to the identi-
fication of small core problems with at most 15 variables. These
small problems are solved using the forward phase of DP. The
space defined by the remaining variables is explored using tabu
search. Hereby, partial solutions are completed using the informa-
tion stored during the forward phase of DP. The authors indicate
that their approach can be seen as a global intensification mecha-
nism, since at each iteration, the move evaluations involve solving
a reduced problem implicitly.

The application of DP to subproblems is also proposed in
[159], where the authors introduce and tackle a multi-drug can-
cer chemotherapy model to simulate the possible response of the
tumor cells under drug administration. The objective is to mini-
mize the tumor size under a set of constraints. A so-called adaptive
elitist GA is combined with a local search technique called iter-
ative dynamic programming. This local search technique works by
subdividing the problem into subproblems, and optimizing the sub-
problems separately by DP.

Another application from the bioinformatics field concerns the
approach presented in [160], where the authors tackle the multi-
ple sequence alignment problem. One of the main approaches for
multiple sequence alignment uses DP to align sequences as follows.
First, two of the sequences are optimally aligned. Then, the outcome
is aligned with a third sequence. This process is repeated until all
sequences have been considered. In this article, Juang and Su pro-
pose the application of particle swarm optimization for improving
the alignment result at each step of the afore-mentioned iterative
process.

A recent heuristic version of DP labelled bounded dynamic pro-
gramming was proposed in [161] for the simple assembly line
balancing problem. Hereby, the number of states is heuristically
reduced at each level. In this way, the authors were able to find
optimal solutions in a reduced amount of computation time.

Finally, in [162] DP is purely used as a solution decoder in the
context of the rectangle packing problem with general spatial costs,
which consists in packing given rectangles without overlap in the
plane so that the maximum cost of the rectangles is minimized.

7. Discussion and conclusions

In this article we have provided a survey on the hybridization of
metaheuristics with other techniques for optimization. We divided
this growing research area into five different lines of hybridization.
For each of these lines, two representative examples have been
outlined in more detail. In addition, a literature review has been
provided for each research line. We hope that this work will serve
as a starting point for researchers aiming to develop hybrid meta-
heuristics. However, we would recommend that, before starting

to develop a hybrid metaheuristic, researchers carefully consider
whether a hybrid metaheuristic technique is the appropriate solver
method for the problem at hand. The following questions should be
answered:
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. What is the optimization goal? Do I need a reasonably good
solution very quickly, or can I afford to spend implementation
and computation time in order to obtain very good solutions?
If man-power and computation time are critical, hybrid meta-
heuristics are, in general, not advisable. Only when very good
solutions are needed which cannot be obtained by any complete
method in a feasible time frame, the development of a hybrid
metaheuristic is advised.

. Is there still room to improve over the results of existing
metaheuristic approaches and/or complete techniques? In
some cases existing pure metaheuristic strategies might work
already very well for the problem instances that are to be
tackled. Or, alternatively, the problem instances under consider-
ation could be solvable by complete techniques in a reasonable
amount of computation time. In these cases it does not make
sense to spend time and effort into the development of a hybrid
metaheuristic.

. Which type of hybrid metaheuristic might work well for my
problem? Unfortunately, the current state of research does not
provide conclusive answers to this question. It is hard to find
general guidelines. The process of designing and implement-
ing effective hybrid metaheuristics can be rather complicated
and involves knowledge about a broad spectrum of algorith-
mic techniques, programming and data structures, as well as
algorithm engineering and statistics. For the development of
well-performing algorithms the authors can only recommend
(1) a careful literature search with the aim of identifying the most
successful optimization approaches for the problem at hand or
for similar problems, and (2) the study of different ways of com-
bining the most promising features of the identified approaches.

For the extraction of useful guidelines for the development of
ybrid metaheuristics it will be necessary to improve the research
ethodology that is nowadays commonly used in the metaheuris-

ics field. Unfortunately, the used research methodology is often
haracterized by a rather ad hoc approach that consists in mix-
ng different algorithmic components without any really serious
ttempts to identify the contribution of different components to the
lgorithms’ performance. In our opinion, the research community
hould make an effort to move towards a sound scientific method-
logy consisting of theoretical models for describing properties
f hybrid metaheuristics and using an experimental methodol-
gy as done in natural sciences. In fact, among the key points
f the engineering process of a hybrid metaheuristic are scien-
ific testing [163,164] and the statistical assessment of the results
165].

Researchers interested in this topic can find useful contribu-
ions in the literature about Artificial Intelligence and Operations
esearch addressing the issues of experimental methodology.
esides the already cited papers and book, we mention the well
nown article by Johnson [166] that can be seen as an introduction
o empirical testing from a theoretician’s point of view. Further-

ore, discussions on the overall experimental methodology or just
ne of its issues, such as parameter tuning or the statistical assess-
ent of results, can be found in [164,167–169].
We are convinced that research on hybrid metaheuristics is still

n its early days. In the years to come, most publications on meta-
euristic applications will be concerned with hybrids. We hope that
his work contributes to give some more structure and guidance to
his interesting line of research.
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