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Abstract

In this paper we relate two logical similarity-based approaches to approximate reasoning. One approach extends the framework of (propositional) classical logic programming by introducing a similarity relation in the alphabet of the language that allows for an extended unification procedure. The second approach is a many-valued modal logic approach where $\Diamond p$ is understood as approximately $p$. Here, the similarity relations are introduced at the level of the Kripke models where possible worlds can be similar to some extent. We show that the former approach can be expressed inside the latter.
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1 Introduction and previous works

One of the goals of a variety of approximate reasoning models is to cope with inference patterns more flexible than those of classical reasoning. Among them, the similarity-based reasoning based on the notion of similarity relation [15] which provides a way to manage alternative instances of an entity that can be considered “equal” with a given degree expressed by a value in $[0,1]$.

Two main similarity-based approaches to approximate reasoning are put into relation in this paper. The first one is an approach based on introducing a similarity relation $\mathcal{R}$ (in the sense of a reflexive, symmetric and min-transitive fuzzy relation) in the set of object names in a language of classical propositional Logic Programming. Following [14], [2] and [13], we consider inferences that may be approximated by allowing the antecedent of a rule to match its premises only approximately. In particular, the classical SLD Resolution is modified in order to overcome failure situations in the unification process if the entities involved in the matching have a non-zero similarity degree. Such a procedure allows us to compute numeric values belonging to the interval $[0,1]$, named approximation degrees, which provide an approximation measure of the obtained solutions. This framework, which we shall call Similarity Propositional Logic Programming (SPLP), is the propositional version of that one proposed by Sessa in [13] which is based upon a first order language. In [7] we find the first proposal to introduce similarity in the frame of the declarative paradigm of Logic Programming. Logic programs on function-free languages are considered and approximate and imprecise information are represented by introducing a similarity relation between constant and predicate symbols. Two transformation techniques of logic programs are defined. In the underlying logic, the inference rule (Resolution rule) as well as the usual crisp representation of the considered universe are not modified. It allows to avoid both the introduction of weights on the clauses, and the use of fuzzy sets as elements of the language. The semantic equivalence between the two inference processes associated to the two kind of transformed programs has been proved by using an abstract interpretation technique. Moreover, the notion of fuzzy least Herbrand model has been introduced. In [12] the generalization of this approach to the case
of programs with function symbols is provided by introducing the general notion of structural translation of languages. In [13] the operational counterpart of this extension is faced by introducing a modified SLD Resolution procedure which allows us to perform these kinds of extended computations exploiting the original logic program, without any preprocessing steps in order to transform the given program. Some relations, which allow to state the computational equivalence between these different approaches, has been proved. Finally, for completeness sake, we also cite [6] where a first and different (it takes into account substitutions of variable with sets of symbols) generalized unification algorithm based on similarity has been proposed.

The second approach is based in introducing a similarity relation $S$ in the set of interpretations or possible worlds. This kind of approach was started by Ruspini [11] by proposing a similarity-based semantics for fuzzy logic, trying to capture inference patterns like the so-called generalized modus ponens. The basic idea of this “similarity approach” is that the degree of truthlikeness of a sentence $\varphi$ depends on the similarities between the states of affairs allowed by $\varphi$ and the true state of the world. Intuitively speaking, a statement is truthlike if it is “like the truth” or “similar to the truth” but it does not have to be true or even probable. The idea is to attach to each proposition $\varphi$ of a given basic language $\mathcal{L}$ a new “fuzzy” proposition $\bowtie\varphi$ read as “approximately$\varphi$”. This leads to deal with degrees of truth (how close is $\varphi$ to truth $=$ how true is approximately$\varphi$) but, unlike to most systems of many-valued logic, this notion is not compositional (functional) and it is modelled by a logical modality. In our logic, we rely on a system of modal logic related to similarity-based reasoning on fuzzy propositions. Technically, we combine many-valued logic (to model fuzziness) and modal logic (to model similarity). Therefore we propose a modal fuzzy logic with semantics based on Kripke structures where the accessibility relations are fuzzy similarity relations measuring how similar are the possible worlds. This will result on a many-valued modal system, a many-valued counterpart of the classical S5 modal system, with many-valued similarity-based Kripke model semantics. In a previous work [9] a modal logic over the Rational Pavelka logic has been defined. Instead, we use a rational modal logic based upon the many-valued Gödel propositional Logic, named Rational Gödel similarity-based S5 modal logic (RGS5$\bowtie$).

The main difference between these approaches is that in SPLP the similarity is defined between symbols in the alphabet of the language, i.e. it is exploited at a syntactic-level, whereas in RGS5$\bowtie$ the similarity is defined in the set of the interpretations, i.e. it is exploited at a semantic-level. Nevertheless, both approaches can be put into relation.

The paper is organized as follows. After this introduction we survey in Section 2 SPLP and RGS5$\bowtie$. The third section is devoted to study in detail the above mentioned correspondences between the two approaches. The last section contains some concluding remarks.

2 Two similarity-based approaches to approximate reasoning

This section briefly outlines those elements of SPLP and RGS5$\bowtie$ which we shall take for granted in what follows, and at the same time explains some of the terminology which we shall use throughout the paper. Some common concepts follow.

Definition 1 We shall understand by a similarity on a domain $\mathcal{U}$ a fuzzy relation $\mathcal{R}: \mathcal{U} \times \mathcal{U} \to [0,1]$ in $\mathcal{U}$ such that the following properties hold for any $x, y, z \in \mathcal{U}$

\[
\begin{align*}
\mathcal{R}(x, x) &= 1 \\
\mathcal{R}(x, y) &= \mathcal{R}(y, x) \\
\mathcal{R}(x, z) &\geq \min\{\mathcal{R}(x, y), \mathcal{R}(y, z)\}
\end{align*}
\]

(Reflexivity) (Symmetry) (Transitivity)

We say that $\mathcal{R}$ is strict if $\mathcal{R}(x, z) = 1$ implies $x = z$.

The mathematical notion of Similarity relation is a many valued extension of the equality, indeed equal elements have similarity degree 1 and completely different elements have similarity degree 0, and it is widely exploited in any context where a weakening of the equality constraint is useful.
2.1 Similarity relations on symbols: SPLP

Let Const be a set of propositional constants and let \mathcal{L} be the usual classical propositional language.

We briefly recall that a logic program \( P \) on \( \mathcal{L} \) is a conjunction of definite clauses of \( \mathcal{L} \), denoted as \( q \leftarrow p_1, \ldots, p_n, \ n \geq 0 \), and a goal is a negative clause, denoted with \( \neg q_1, \ldots, q_n, \ n \geq 1 \), where the symbol "\( \neg \)" that separates the propositional constants has to be interpreted as conjunction, and \( p_1, \ldots, p_n, q_1, \ldots, q_n \in \text{Const} \). A SPLP-program is a pair \( (P, R) \), where \( P \) is a logic program defined on \( \mathcal{L} \) and \( R \) is a similarity on \( \text{Const} \). Given \( P \), the least Herbrand model of \( P \) is given by \( M_P = \{ p \in \text{Const} | P \models p \} \), where \( \models \) denotes classical logical entailment. \( M_P \) is equivalent to the corresponding procedural semantics of \( P \), defined by considering the SLD Resolution. In the classical case, a mismatch between two propositional constant names causes a failure of the unification process. Then, it is rather natural to admit a more flexible unification in which the syntactical identity is substituted by a Similarity \( R \) defined on \( \text{Const} \). The modified version of the SLD Resolution, which we shall call Similarity-based SLD Resolution, exploits this simple variation in the unification process. The basic idea of this procedure for first order languages has been outlined in [8]. The following definitions formalize these ideas in the case of propositional languages.

**Definition 2** Let \( R : \text{Const} \times \text{Const} \rightarrow [0, 1] \) be a similarity and \( p, q \in \text{Const} \) be two propositional constants in a propositional language \( \mathcal{L} \). We define the unification-degree of \( p \) and \( q \) with respect to \( R \) the value \( R(p, q) \). \( p \) and \( q \) are \( \lambda \)-unifiable if \( R(p, q) = \lambda \) with \( \lambda > 0 \), otherwise we say they are not unifiable.

**Definition 3** Given a similarity \( R : \text{Const} \times \text{Const} \rightarrow [0, 1] \), a program \( P \) and a goal \( G_0 \), a similarity-based SLD derivation of \( P \cup \{G_0\} \), denoted by \( G_0 \Rightarrow_{C_1, \alpha_1} G_1 \Rightarrow \cdots \Rightarrow_{C_k, \alpha_k} G_k \), consists of a sequence \( G_0, G_1, \ldots, G_k \) of negative clauses, together with a sequence \( C_1, C_2, \ldots, C_k \) of clauses from \( P \) and a sequence \( \alpha_1, \alpha_2, \ldots, \alpha_k \) of values in \([0, 1]\), such that for all \( i \in \{1, \ldots, k\} \), \( G_i \) is a resolvent of \( G_{i-1} \) and \( C_i \) with unification degree \( \alpha_i \). The approximation degree of the derivation is \( \alpha = \inf\{\alpha_1, \ldots, \alpha_k\} \). If \( G_k \) is the empty clause \( \bot \), for some finite \( k \), the derivation is called a Similarity-based SLD refutation, otherwise it is called failed.

It is easy to see that when the similarity \( R \) is the identity, the previous definition provides the classical notion of SLD refutation. The values \( \alpha \) can be considered as constraints that allow the success of the unification processes. Then, it is natural to consider the best unification degree that allows us to satisfy all these constraints. In general, an answer can be obtained with different SLD refutations and different approximation degrees, then the maximum \( \alpha \) of these values characterizes the best refutations of the goal. In particular, a refutation with approximation-degree 1 provides an exact solution. Let us stress that \( \alpha \) belongs to the set \( \lambda_1, \lambda_2, \ldots \) of the possible similarity values in \( R \).

In the sequel, we assume the Leftmost selection rule whenever Similarity-based SLD Resolution is considered. However, all the presented results can be analogously stated for any selection rule that does not depend on the propositional constant names and on the history of the derivation [1]. Similarity-based SLD Resolution provides a characterization of the fuzzy least Herbrand model \( M_P, R \) for \( (P, R) \) defined in [7], as stated by the following result.

**Proposition 4** Let a similarity \( R \) and a logic program \( P \) on a propositional language \( \mathcal{L} \) be given. For any \( q \in \text{Const} \), \( M_{P,R}(q) = \alpha > 0 \) if and only if \( \alpha \) is the maximum value in \((0,1]\) for which there exists a Similarity-based SLD refutation for \( P \cup \{\neg q\} \) with approximation degree \( \alpha \).

Intuitively, the degree of membership \( M_{P,R}(q) \) of an atom \( q \) is given by the best “tolerance” level \( \alpha \in (0,1] \) which allows us to prove \( q \) exploiting the Similarity-based SLD Resolution on \( P \cup \{\neg q\} \).

Finally, let us remember the following relation between the classical least Herbrand Model of a program \( P \) and the fuzzy generalization of this notion.

**Proposition 5** Let \( P \) be a logic program on a...
propositional language $\mathcal{L}$ with a strict Similarity Relation $\mathcal{R}$. If we denote the least Herbrand model of $P$ by $M_P$, then $q \in M_P$ if and only if $M_P, \mathcal{R}(q) = 1$.

2.2 Similarity relations on possible worlds: RGS5\(\diamond\)

The starting point in this approach is to assume that a possible world or state of a system may resemble more to some worlds than to another ones, and this basic fact may help us to evaluate to what extent a partial description (a proposition) may be close or similar to some other.

In [3] the authors define a many-valued modal logic over Gödel fuzzy logic by introducing only a possibility modal operator $\diamond$, where the intended meaning of $\diamond p$ is *approximately* $p$. Although $p$ may be a classical proposition, $\diamond p$ is considered to be fuzzy since the current state of the world may be more or less close to $p$. Moreover, since we want to explicitly deal with similarity degrees in the language we will consider as base logic the expansion of Gödel logic with rational truth-constants, called RG in [5].

We consider the language $\mathcal{L}_{G\diamond}$ of Gödel similarity modal logic, built over $\text{Const}$ with Gödel connectives $\land$, $\rightarrow$, $\neg$ and $\diamond$ and truth constants $\top$ for each $r \in Q \cap [0, 1]$.

**Definition 6** The Rational Gödel similarity-based $S\!S$ modal logic RGS5\(\diamond\) is defined over the language $\mathcal{L}_{G\diamond}$ and is the smallest set of formulas containing every instance of the following axiom schemes and closed under the last two inference rules:

**Axioms of Rational Gödel logic:**

- $(\varphi \rightarrow (\psi \rightarrow (\varphi \rightarrow \chi)))$.
- $(\varphi \rightarrow (\psi \rightarrow \varphi))$.
- $(\varphi \land (\psi \land \varphi))$.
- $(\varphi \rightarrow (\psi \land \varphi)) \equiv ((\varphi \land \psi) \rightarrow \chi)$.
- $((\varphi \rightarrow \psi) \rightarrow \chi) \rightarrow (((\varphi \rightarrow \psi) \rightarrow \chi) \rightarrow \chi)$.
- $\neg \varphi$.
- $(\varphi \iff \varphi)$.
- $\top \rightarrow \varphi$.
- $\top \rightarrow (\varphi \land \varphi)$.
- $\top \rightarrow (\varphi \rightarrow \varphi)$.
- $\top \rightarrow (\varphi \lor \varphi)$.

**Inference rules:**

- $\text{Z_{\top}}: \diamond(\neg \varphi) \rightarrow (\neg \varphi)$.
- $\text{F_{\top}}: \neg \diamond 0$.
- $\text{R1}: \top \equiv \diamond \top$.
- $\text{R2}: \top \land \diamond \varphi \rightarrow \diamond (\top \land \varphi)$.
- $\text{T_{\top}}: \varphi \rightarrow \diamond \varphi$.
- $\text{B_{\top}}: \varphi \rightarrow \neg \diamond \neg \varphi$.
- $\text{4_{\top}}: \diamond \diamond \varphi \rightarrow \diamond \varphi$.
- $\text{RN_{\top}}: \text{From } \varphi \rightarrow \psi \text{ infer } \diamond \varphi \rightarrow \diamond \psi$.
- $\text{MP: From } \varphi \text{ and } \varphi \rightarrow \psi, \text{ infer } \psi$.

We denote by $\vdash_s$ the notion of derivability inside this logic.

Models are many-valued similarity-based Kripke model $M = (W, S, e)$, in which $W \neq \emptyset$ is a set of possible worlds, $S$ is a similarity relation on $W \times W$ and $e$ represents an evaluation assigning to each atomic formula $p_i$ and each interpretation $w \in W$ a truth value $e(p_i, w) \in [0, 1]$ of $p_i$ in $w$. $e$ is extended to formulas by means of Gödel logic truth functions by defining

$$e(\varphi \land \psi, w) = \min\{e(\varphi, w), e(\psi, w)\}$$

$$e(\varphi \rightarrow \psi, w) = e(\varphi, w) \Rightarrow_G e(\psi, w)$$

where $\Rightarrow_G$ is the well-known Gödel implication function\(^1\), and

$$e(\varphi, w) = r, \text{ for all } r \in Q \cap [0, 1]$$

$$e(\diamond \varphi, w) = \sup_{w' \in W} \min\{S(w, w'), e(\varphi, w')\}.$$

Based on the completeness results for RG [5] and for $GS5\diamond$ [3] we state the following completeness result for RGS5\(\diamond\): a formula $\varphi$ is provable in RGS5\(\diamond\), written $\vdash_s \varphi$, iff for every similarity Kripke model $M = (W, S, e)$, $e(\varphi, w) = 1$ for every $w \in W$.

3 Relationship

Let $P = \text{Facts} \cup \text{Rules} \subseteq \mathcal{L}$ be a definite program, where $\text{Facts} \subseteq \text{Const} \cup \text{Rules} = \{ q_i \leftarrow p_{i,1}, p_{i,2}, \ldots, p_{i,n_i} \mid i, n_i \in \mathbb{N}, p_{(i,j)}, q_i \in \text{Const}_i \text{ and } \forall i, j \}$ are a set of facts and rules, respectively. Let $\mathcal{R} : \text{Const} \times \text{Const} \rightarrow [0, 1]$ be a similarity relation on $\text{Const}$.

Define a mapping $* : \mathcal{L} \rightarrow \mathcal{L}_{G\diamond}$ by

$$\langle q \leftarrow p_1, \ldots, p_n \rangle^* = \diamond p_1 \land \ldots \land \diamond p_n \rightarrow \diamond q$$

$$\langle p_1, \ldots, p_n \rangle^* = \diamond p_1 \land \ldots \land \diamond p_n$$

\(^1\Rightarrow_G \) is defined as $x \Rightarrow_G y = 1$ if $x \leq y$ and $x \Rightarrow_G y = y$, otherwise...
where $n \geq 1$ and the symbol “,” that separates the propositional constants on the left side has to be interpreted as conjunction. Then, we can define

\[
\text{Rules}^* = \{ \varphi^* \mid \varphi \in \text{Rules} \},
\]

\[
\text{Crisp} = \{ p \lor \neg p \mid p \in \text{Const} \},
\]

\[
\text{Sim} = \{ \mathcal{R}(p, q) \rightarrow ((p \rightarrow \diamond q) \land (q \rightarrow \diamond p)) \mid p, q \in \text{Const} \}
\]

and the following theory in the language $\mathcal{L}_{\mathcal{G} \mathcal{O}}$

\[
P_\mathcal{O} = \text{Facts} \cup \text{Rules}^* \cup \text{Crisp} \cup \text{Sim}.
\]

Notice that the theory $\text{Crisp}$ ensures that the all propositional constants of $P$ are treated as Boolean constants in $P_\mathcal{O}$. The aim is to show that any one can derive in the similarity logic programming framework introduced in [13] a goal $\leftarrow q'$ from $P$ with a unification degree $\alpha$ if and only if one can derive in RGS5$\mathcal{O}$ the formula $\overline{\alpha} \rightarrow \diamond q'$ from $P_\mathcal{O}$. So far we have only been able to prove the “only if” direction. The rest of this section is devoted to this task.

**Proposition 7** Let $\mathcal{R} : \text{Const} \times \text{Const} \rightarrow [0, 1]$ be a similarity relation, $P = \text{Rules} \cup \text{Facts}$ a definite program on a propositional language $\mathcal{L}$ and $\leftarrow q'$ a goal. If there exists a Similarity-based SLD derivation with approximation degree $\alpha$ for $P \cup \{\leftarrow q'\}$

\[
D = G_0 \Rightarrow C_{1, \alpha_1} G_1 \Rightarrow \cdots \Rightarrow C_{k, \alpha_k} G_k
\]

where $G_0 = \leftarrow q'$, $G_k \neq \bot$ and $\alpha = \text{min}\{\alpha_1, \ldots, \alpha_k\}$ then

\[
P_\mathcal{O} \vdash_S \overline{\alpha} \rightarrow (G_k^* \rightarrow \diamond q')
\]

**Proof:** We prove the thesis by induction on the length of $D$. If the length of $D$ is zero, then it is easy to check that the thesis is true. Now, let us suppose that the thesis is true for length of $D$ equal $k$. Let

\[
G_0 \Rightarrow C_{1, \alpha_1} G_1 \Rightarrow \cdots \Rightarrow C_{k, \alpha_k} G_k \Rightarrow C_{k+1, \alpha_{k+1}} G_{k+1}
\]

where $G_{k+1} \neq \bot$, be an existing Similarity-based SLD derivation for $P \cup \{\leftarrow q'\}$ of length $k + 1$ with approximation degree $\alpha = \text{min}\{\alpha_1, \ldots, \alpha_k, \alpha_{k+1}\}$.

Since $\text{min}\{\alpha_1, \ldots, \alpha_k\}$ is the approximation degree of $D_1 = G_0 \Rightarrow C_{1, \alpha_1} G_1 \Rightarrow \cdots \Rightarrow C_{k, \alpha_k} G_k$ then, by the inductive hypothesis,

\[
P_\mathcal{O} \vdash_S \text{min}\{\alpha_1, \ldots, \alpha_k\} \rightarrow (G_k^* \rightarrow \diamond q')
\]

Let us denote with $q_i$ the head of the input clause $C_{k+1} = q_i \leftarrow p(i,1), p(i,2), \ldots, p(i,n_i)$, and with $p$ the leftmost atom of $G_k = (\leftarrow p, \varphi)$ which is the selected atom in $D_1$. Re-typing 1 in an equivalent manner, results that

\[
P_\mathcal{O} \vdash_S \text{min}\{\alpha_1, \ldots, \alpha_k\} \rightarrow (\varphi^* \rightarrow \diamond q')
\]

thus,

\[
P_\mathcal{O} \vdash_S \varphi \rightarrow (\text{min}\{\alpha_1, \ldots, \alpha_k\} \rightarrow (\varphi^* \rightarrow \diamond q'))
\]

Since $\alpha_{k+1} = \mathcal{R}(q_i, p)$,

\[
P_\mathcal{O} \vdash_S \alpha_{k+1} \rightarrow ((q_i \rightarrow \diamond p) \land (p \rightarrow \diamond q_i))
\]

\[
P_\mathcal{O} \vdash_S \alpha_{k+1} \rightarrow (q_i \rightarrow \diamond p)
\]

\[
P_\mathcal{O} \vdash_S (\alpha_{k+1} \land q_i) \rightarrow \diamond p
\]

\[
P_\mathcal{O} \vdash_S (\alpha_{k+1} \land \diamond q_i) \rightarrow \diamond p
\]

\[
P_\mathcal{O} \vdash_S q_i \rightarrow (\alpha_{k+1} \rightarrow \diamond p)
\]

We have to distinguish two cases:

(i) If $C_{k+1} \in \text{Rules}$, then

\[
C_{k+1}^* = \diamond p(i,1) \land \diamond p(i,2) \land \cdots \land \diamond p(i,n_i) \rightarrow q_i \in P_\mathcal{O}
\]

Thus, by 4, 5, transitivity and modus ponens,

\[
P_\mathcal{O} \vdash_S (\diamond p(i,1) \land \diamond p(i,2) \land \cdots \land \diamond p(i,n_i)) \rightarrow (\alpha_{k+1} \rightarrow \diamond p)
\]

\[
P_\mathcal{O} \vdash_S (\alpha_{k+1} \land \diamond p(i,1) \land \cdots \land \diamond p(i,n_i)) \rightarrow \diamond p
\]

Then, by 6, 2, transitivity and modus ponens,

\[
P_\mathcal{O} \vdash_S (\alpha_{k+1} \land \diamond p(i,1) \land \cdots \land \diamond p(i,n_i)) \rightarrow (\text{min}\{\alpha_1, \ldots, \alpha_k\} \rightarrow (\varphi^* \rightarrow \diamond q'))
\]

(ii) If $C_{k+1} \in \text{Facts}$ then

\[
C_{k+1} = q_i \in P_\mathcal{O}
\]

Then, by 3, 2, transitivity and modus ponens,

\[
P_\mathcal{O} \vdash_S (\alpha_{k+1} \land q_i) \rightarrow (\text{min}\{\alpha_1, \ldots, \alpha_k\} \rightarrow (\varphi^* \rightarrow \diamond q'))
\]

\[
P_\mathcal{O} \vdash_S q_i \rightarrow (\alpha_{k+1} \rightarrow (\text{min}\{\alpha_1, \ldots, \alpha_k\} \rightarrow (\varphi^* \rightarrow \diamond q'))
\]

and, by 7 and modus ponens,

\[
P_\mathcal{O} \vdash_S \text{min}\{\alpha_1, \ldots, \alpha_{k+1}\} \rightarrow (\varphi^* \rightarrow \diamond q')
\]

\[
\square
\]
Corollary 8 Let $\mathcal{R} : \text{Const} \times \text{Const} \rightarrow [0,1]$ be a similarity relation, $P = \text{Rules} \cup \text{Facts}$ a definite program on a propositional language $\mathcal{L}$ and $\dashv q'$ a goal. If there exists a Similarity-based SLD refutation with approximation degree $\alpha$ for $P \cup \{\dashv q'\}$

$$D = G_0 \Rightarrow c_{1,\alpha_1} G_1 \Rightarrow \cdots \Rightarrow c_{k-1,\alpha_{k-1}} G_{k-1} \Rightarrow c_{k,\alpha_k} \downarrow$$

where $G_0 = \dashv q'$ and $\alpha = \min\{\alpha_1, \ldots, \alpha_k\}$, then

$$P_\alpha \vdash_G \alpha \rightarrow \diamond q'$$

Proof: If $D$ necessarily $G_{k-1} = \dashv p$ for some $p \in \text{Const}$, $C_k = q_i \in \text{Facts}$ and $\alpha_k = \mathcal{R}(p, q_i)$. Thus, since $G_{k-1} \neq \downarrow$, by Proposition 7 follows that

$$P_\alpha \vdash_G \min\{\alpha_1, \ldots, \alpha_{k-1}\} \rightarrow (\diamond p \rightarrow \diamond q')$$

Moreover, from $\alpha_k = \mathcal{R}(p, q_i)$ results that

$$P_\alpha \vdash_G (\alpha_k \land q_i) \rightarrow \diamond p$$

Then, by transitivity and modus ponens,

$$P_\alpha \vdash_G (\alpha_k \land q_i) \rightarrow (\min\{\alpha_1, \ldots, \alpha_{k-1}\} \rightarrow \diamond q')$$

Thus, since $q_i \in \text{Facts}$ implies that $q_i \in P_\alpha$, by modus ponens follows that

$$P_\alpha \vdash_G \min\{\alpha_1, \ldots, \alpha_k\} \rightarrow \diamond q' \quad \square$$

4 Related works and conclusions

In the paper we have established some syntactic relationships between two approaches to similarity reasoning, namely SPLP and RGS5$. It remains as a future task to check whether the original aim of this paper of having a full relationship can be devised, also regarding predicate languages. On the other hand, in the literature there are other approaches to similarity-based reasoning, both in the fuzzy logic programming framework, like [10], as well as within other logical formalisms [4]. It will also be an interesting future work to study possible links among all these formalisms.
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