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“Fleet management system” (FMS) is a term used for a wide range of solutions for different fleet-related applications in the fields of transportation, distribution, and logistics. It comprises target-based planning, as well as supervision and control of fleet operations based on available transportation resources and application constraints. FMSs have as an objective to reduce risk, increase quality of service, and improve a fleet’s operational efficiency while minimizing its costs.

A key problem in FMS operations is fleet-route planning, where different transport orders need to be aggregated into tours of fleet vehicles so that the resulting schedule is both efficient and robust while meeting the constraints put forward in customer requests. The main challenge at the tactical level is to support decision making based on seasonality, trends, changing customer mix, and demand. At operational and real-time levels, the challenge is to respond to daily dynamics, such as traffic, weather, employee absence, equipment breakdown, new orders, and order adjustments.

Approaches to fleet planning typically focus on the development of near-optimal plans using various types of effective vehicle-routing algorithms, which can be either static or dynamic. Fleet schedules designed a priori with static route planning assume the following: all relevant data is known before the planning starts, short- and long-term decisions have the same importance, and the time available for creation, verification, and implementation of route plans is of minor importance. The use of an initial fleet schedule, although necessary, is by no means sufficient because it might not cope adequately with unexpected events during execution, such as traffic delays, vehicle breakdowns, road works, and new customer requests or the cancellation of preexisting ones, which causes fleet delays, unexpected costs, and poor customer service.

Real-time dynamic FMSs are needed to handle unexpected events—that is, to detect deviations from the initial dispatch plan and adjust the schedule accordingly by suggesting effective re-routing immediately. In this context, timely decisions are very important because the time available for verification, correction, and implementation of changed route plans is often very short.

Real-time FMSs have been applied to a broad variety of domains, including emergency vehicles (fire trucks, ambulances, and so on), police cars, taxis, commercial delivery vehicles, courier fleets, public transport fleets, and freight railcars. However, state-of-the-art FMS solutions are centralized and require vehicle fleet operators to send low-level commands remotely to the fleet’s drivers and their vehicles. Even though some dynamics of the environment are accounted for, certain decisions can’t...
be reconsidered because doing so could complicate the assignment procedure and potentially compromise the fleet’s response time. In addition, changes in the environment aren’t always communicated fast enough to FMS operators to help them make decisions in a timely manner. The FMS’s dependence on adequate central operator decisions, therefore, compromises its robustness and hinders effective scalability.12

The technological advances in sensors, communication and networking technologies, and geographic information systems enables fleet operators to be informed about unexpected changes in fleet operation almost at the time that they occur, and thus allows for increased levels of dynamici ty in operational decisions. Moreover, the increased performance of small-scale, energy-efficient computing devices allows for delegating part of fleet decision making to the fleet’s vehicles, enabling a more decentralized FMS architecture that gives more autonomy to the vehicles and their drivers and, thus fosters the system’s reactivity. Here, we sketch our work in the field of real-time FMS and point to developments that we believe are going to take place in the near future. We put forward our vision of conceiving FMS as smart cyber-physical systems, and illustrate the idea in the field of electro-mobility, where drivers of smart e-motorbikes (cyber vehicles),13 equipped with an intelligent communication device (cyber helmet), are coordinated by means of a next-generation FMS.

Dynamic Fleet Management
We propose to employ an event-based architecture for dynamic fleet management. We applied this architecture to the coordination of a fleet of ambulances in a medical emergency scenario and show experimentally that our proposal outperforms a non-dynamic approach.

Event-Based FMS Architecture
Fleet operators face two main problems: task allocation and redeployment. The allocation problem consists of determining which vehicle should be sent to serve a given task. Redevelopment consists of relocating vehicles in the region of influence in a way that new tasks can be reached quickly at a low cost. Both issues are particularly challenging in dynamic environments, as continuously arriving new tasks might require attendance, and the fleet’s current situation might change due to external influences. To maximize vehicle utilization and improve service quality in such environments, task allocation and vehicle redeployment should also be accomplished in a dynamic manner, adapting the fleet’s coordination seamlessly to upcoming events and changing demands. To adequately capture real-time requirements in such a scenario, we set out from an event-driven approach.14

Figure 1 depicts our architecture for dynamic fleet management. It contains three basic layers: the top layer contains the vehicles, modeled as agents; the second layer represents the fleet coordination modules; and the third layer includes other components necessary for normal fleet operation.

Figure 1. Event-based architecture for dynamic fleet management. The top layer contains the vehicles, modeled as agents; the second layer represents the fleet coordination modules; and the third layer includes other components necessary for normal fleet operation.
The key performance indicator (average ambulance response time) in a sufficiently fast manner.

With respect to ambulance redeployment, we use historical data to estimate the probability distribution of emergency cases in the region for different days and times of day (one-hour intervals). Based on this estimation, we calculate adequate waiting positions for all ambulances that are idle at a given moment. The waiting positions are dynamically recalculated if one of the following events occurs: an ambulance previously assigned to a patient becomes idle again (the mission is finished or the ambulance is de-assigned from a patient), an idle ambulance is assigned to a patient, or a different estimation of the probability distribution needs to be applied (every hour). We implemented the redeployment module based on the calculation of centroidal Voronoi tessellations, a geometric optimization technique that allows to estimate sub-optimal positions of a set of generator points in an Euclidean space and such that the weighted distance of all points in the space to the closest generator is minimized.16

To evaluate our dynamic approach’s effectiveness, we tested it in a set of experiments analyzing the response times to emergency patients. For this purpose, we developed a simulation tool for emergency medical assistance (EMA) services, covering the whole assistance process—the emergence of patients, the schedule of an ambulance, the “in situ” attendance, and finally, the transfer of patients to hospitals—based on the information obtained from a well-calibrated, external route service. In our experiments, we considered a rectangle of $125 \times 133$ kilometres that covers the whole area of Madrid. We used 29 hospitals (all located at their real positions) and 29 ambulances with advanced life support (as currently used by SUMMA112). We
simulated the operation of the service for 10 different days (24-hour periods) with real patient data from 2009 provided by SUMMA112. We chose the days that gave us a good representation of high, medium, and low workloads.

Figure 3 compares the distribution of the response times in minutes over all patients (1,609 in total) for both the current FCFS coordination model (C-SUMMA112) and our dynamic coordination model (DYNAMIC). The results clearly show the benefits of our dynamic approach, which performs better for practically all response time ranges. Furthermore, the most important improvements can be observed in the ranges of higher response times. This is an important advantage, because it assures that more patients can be attended within given response time objectives. On average, the response times are 15.8 percent better in the DYNAMIC approach (9:54 versus 11:45 minutes). Especially in severe cases, a reduction of almost 2 minutes can be potentially lifesaving.

**Toward Cyber Fleets**

Prototypes of autonomous vehicles have been designed and tested, with the main challenges related to this new technology currently being studied in countless realistic and complex scenarios (www.cybercars.org). At some point, this poses new challenges to FMSs as they attempt to manage fully autonomous vehicles in a decentralized manner. Based on currently available technologies, we’re studying the impact of different types of sensors and driver assistance technologies on fleet management. In particular, with the goal of improving the efficiency, safety, and autonomy of vehicle fleets and their drivers, we propose an FMS as a smart, cyber-physical system (cyber fleet) made of cyber vehicles and drivers with cyber interfaces. In such a scenario, FMS decision making takes place both at the vehicle level (the drivers interact with their own and other cyber vehicles through cyber interfaces), as well as at the system level, where fleet operators can focus on more coarse grained management decisions for fleets that are potentially heterogeneous and large scale.

Figure 4 outlines our proposed FMS-based cyber fleet. The coordination cloud is similar to the dynamic FMS outlined in Figure 1, but many low-level events can be coped with locally in the cyber vehicles. That is, management and monitoring tasks are shared between the fleet operator and the cyber vehicles with their drivers.

We can illustrate the notion of cyber fleets through an example in the field of electro-mobility. The company GoingGreen (www.goinggreen.es), for instance, is deploying fleets of e-motorbikes in the city of Barcelona for vehicle sharing and home delivery purposes. The cyber fleet of e-motorbikes that we propose comprises three main components: cyber helmet (CH), cyber e-motorbike (CeM), and smart e-motorbike FMS (SeM-FMS).

Smart helmets are currently finding their way into the market (see Figure 5). However, the CH for a cyber fleet of e-motorbikes needs to go beyond the state of the art, insofar as it serves as a smart communication bridge between the driver and the vehicle, and between the driver and the SeM-FMS. For this purpose, it’s equipped with additional communication outlets, a stereo camera, and a microphone, and it’s connected to the CeM to take advantage of its computing capacity.

The interaction between the CH and the driver has to be grounded in situational awareness: the former should refrain from communicating with the driver during difficult maneuvering operations or traffic situations, which require the driver’s full attention. In particular, a traffic evaluation module ought to take into account traffic images received through the camera, the driver’s current maneuvering complexity based on the CeM’s GPS coordinates and the actual traffic state, weather conditions, the road infrastructure complexity, and CH sensor readings about the CeM’s current state (acceleration,
velocity dynamics, wheel orientation, and so on). The identification of the traffic situation is possible through image recognition, fusion of data received from different helmet and vehicle sensors, and sensor knowledge extraction. In addition, the CH can determine the mode of communication (audio communication through microphone, video presentation of data on the helmet’s augmented reality display, or a combination of both) and inform the driver about his or her tasks, as well as CeM and traffic conditions (malfunctions, battery, driving performance, security alerts, weather, traffic accidents, traffic jams, alternative routes, and so on).

The e-motorbikes that GoingGreen currently deploys (see Figure 6) are already equipped with simple sensors and basic data-processing capacity. We can enhance them with additional data sources such as accelerometer, proximity (laser) sensors, stereo cameras, and so forth, and turn them into a CeM by endowing them with additional computing power. With this configuration, the CeM will perform real-time sensor data extraction, fusion, and reasoning, and communicate with the driver through the CH connected to the vehicle’s battery and to the SeM-FMS through standard wireless communication. Some of the exemplary vehicle processes are forecasting the residual battery autonomy with a specific driver profile, maintaining a driver profile based on driving habits, and networking with other vehicles and SeM-FMSs in the system for task and work break distribution, contingency coverage, and so on. The CeM assists decision making about the mission’s execution. It might receive and directly execute commands from the SeM-FMS about maximum speed limit, maximum acceleration, and engine blocking, so as to enhance energy efficiency and vehicle security. But it can also suggest directly to the driver information such as the most adequate charging spots.

The SeM-FMS is the computational platform that ultimately satisfies fleet objectives. Its level of decentralization in decision making is customizable to the fleet owner’s preferences and
constraints; it can vary from a fully centralized to a subsidiary option (see Figure 7). Subsidiarity is an organizing principle of decentralization, promoting the delegation of responsibilities to the smallest, lowest, or least centralized authorities capable of addressing an issue effectively (in our case, drivers and their CeMs). In a centralized structure, all decisions regarding a fleet’s strategic, tactical, and operational levels related to task allocation, vehicle deployment, battery autonomy, work break, and contingency management are controlled by the central fleet operator. In contrast, with fully decentralized control, the fleet operator only controls the overall fleet strategy (its mission and related constraints); CeMs manage key parts of mission execution and related operations at tactical and operative levels in real time through lateral interactions. Besides constraints emanating from the concrete organizational environment in which the SeM-FMS is embedded, the fleet’s level of decentralization depends, for instance, on its size and dispersion over one or more regions of interest. To facilitate individual accounting for fleet performance, one of the tools for mission evaluation track’s a personal driver profile record. If necessary, the SeM-FMS can undertake corrective actions on fleet vehicles and drivers to minimize performance degradation during sudden performance variations.

We plan to further explore cyber fleets of e-motorbikes in two case studies with GoingGreen. In home delivery, the task of electric motorcycles is to distribute products in an urban area by assigning CeMs to product pick-up and delivery tasks. The vehicle-sharing scenario refers to a type of vehicle rental for short periods of time, often a matter of hours. The principle of vehicle sharing is that individuals gain the benefits of private transportation without the costs and responsibilities of ownership. Instead, a private user accesses a fleet of vehicles on an as-needed basis. We also plan to integrate both business cases into one business solution, where a fleet of CeMs serves both purposes at
the same time, and dynamically and seamlessly adapts to user demands to maximize vehicle utilization and increase profit gains. In future work, we also intend to extend our approach to mixed cyber fleets capable of managing heterogeneous fleets of traditional vehicles, cyber vehicles, and fully autonomous vehicles.
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