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Abstract. Distributed constraint optimization problems can be solved by BnB-ADOPT\textsuperscript{+}, a distributed asynchronous search algorithm. In the centralized case, local consistency techniques applied to constraint optimization have been shown very beneficial to increase performance. In this paper, we combine BnB-ADOPT\textsuperscript{+} with different levels of soft arc consistency, propagating unconditional deletions caused by either the enforced local consistency or by distributed search. The new algorithm maintains BnB-ADOPT\textsuperscript{+} optimality and termination. In practice, this approach decreases substantially BnB-ADOPT\textsuperscript{+} requirements in communication cost and computation effort when solving commonly used benchmarks.

1 INTRODUCTION

There is an increasing interest in solving constraint optimization problems (COP) in a distributed form. Often it occurs that different problem elements are distributed among autonomous agents, and they cannot be grouped into a single agent for privacy or for other reasons (for example, consider distributed meeting scheduling [7] or sensor networks applications [1]). In this case, we talk about distributed COP (DCOP). To solve them, distributed algorithms are needed, to achieve an optimal solution without joining all problem elements into a single agent. Since they are based on message passing, communication costs have to be included when evaluating them.

ADOPT [6] is an asynchronous distributed search algorithm for DCOP solving. It has been improved in BnB-ADOPT [8], which changed the original best-first strategy for depth-first, obtaining better performance. This algorithm has also been improved removing some redundant messages in BnB-ADOPT\textsuperscript{+} [2], which is currently one of the most performant asynchronous distributed search algorithms for DCOP solving to optimality.

In the centralized case, COPs are often formulated using soft constraints [5]. The standard search solving algorithm is branch-and-bound (BnB). Maintaining some local consistency on soft constraints during BnB search causes substantial improvements in performance [4, 3]. Taking inspiration from this fact, we have explored local consistency maintenance of soft constraints when solving DCOPs. Notice that local consistencies are conceptually equal in the centralized/distributed cases. However, maintaining local consistencies during distributed search requires different techniques than in the centralized case, where all problem elements are available to the single agent performing the search. Maintaining local consistencies keeps the optimality and termination of asynchronous distributed search.

Specifically, we have taken BnB-ADOPT\textsuperscript{+} as asynchronous distributed search algorithm, on top of which we maintain AC\textsuperscript{*} and FDAC\textsuperscript{*} versions of soft arc consistency. Then, we present the new algorithms BnB-ADOPT\textsuperscript{+}-AC\textsuperscript{*} and BnB-ADOPT\textsuperscript{+}-FDAC\textsuperscript{*}. They achieve spectacular reductions in communication and computation if compared with the original BnB-ADOPT\textsuperscript{+} on several benchmarks.

This paper is organized as follows. In section 2 we telegraphically describe the concepts used in the rest of the paper (we assume some familiarity with BnB-ADOPT and soft arc consistency versions). We present our approach in section 3, discussing some differences with the centralized case. We introduce the new algorithms with some detail in section 4, and their experimental evaluation in section 5. Finally, we conclude in section 6.

2 PRELIMINARIES

COP. A binary Constraint Optimization Problem (COP) is defined by \((X, \mathcal{D}, \mathcal{C})\), where \(X = \{x_1, \ldots, x_n\}\) is a set of variables; \(\mathcal{D} = \{D_1, \ldots, D_n\}\) is a collection of finite domains; \(D_i\) is the initial domain of \(x_i\); \(\mathcal{C}\) is a set of unary and binary soft constraints represented as cost functions; \(C_{ij} \in \mathcal{C}\) specifies the cost of every combination of values \(\text{var}(C_{ij}) = (x_i, x_j)\). \(C_{ij} : D_i \times D_j \mapsto \mathbb{N} \cup \{0, \infty\}\). The cost of a complete tuple is the addition of all individual cost functions evaluated on that particular tuple. This definition assumes the weighted model of soft constraints [5]. An optimal solution is a complete tuple with minimum cost.

Soft Arc Consistency. Let be a binary COP: \((i, a)\) means \(x_i\) taking value \(a\), \(\top\) is the lowest unacceptable cost, \(C_{ij}\) is the binary cost function between \(x_i\) and \(x_j\), \(C_i\) is the unary cost function on \(x_i\) values, \(C_{ij}\) is a zero-ary cost function that represents a necessary global cost of any complete assignment. As [3], we consider the following local consistencies (variables are totally ordered):

- **Node Consistency**\textsuperscript{*}: \((i, a)\) is node consistent\textsuperscript{*} (NC\textsuperscript{*}) if \(C_{ik} + C_{kj} < \top, x_i\) is NC\textsuperscript{*} if all its values are NC\textsuperscript{*} and there is \(a \in D_i\), s.t. \(C_i(a) = 0\); a COP is NC\textsuperscript{*} if every variable is NC\textsuperscript{*}.
- **Arc consistency**\textsuperscript{*}: \((i, a)\) is arc consistency (AC) wrt. cost function \(C_{ij}\) if there is \(b \in D_j\), s.t. \(C_{ij}(a, b) = 0\); \(b\) is a support of \(a\); \(x_i\) is AC if all its values are AC wrt. every binary cost function involving \(x_i\); a COP is AC\textsuperscript{*} if every variable is AC and NC\textsuperscript{*}.
- **Directional arc consistency**\textsuperscript{*}: \((i, a)\) is directional arc consistent (DAC) wrt. cost function \(C_{ij}\), \(j > i\) if there is \(b \in D_j\) s.t. \(C_{ij}(a, b) + C_{ij}(b) = 0\); \(b\) is a full support of \(a\); \(x_i\) is DAC if all its values are DAC wrt. every \(C_{ij}\), \(j > i\); a COP is DAC\textsuperscript{*} if every variable is DAC and NC\textsuperscript{*}.
- **Full DAC**\textsuperscript{*}: a COP is FDAC\textsuperscript{*} if it is DAC\textsuperscript{*} and AC\textsuperscript{*}.

AC\textsuperscript{*}/DAC\textsuperscript{*} can be reached forcing supports/full supports to NC\textsuperscript{*} values and pruning values not NC\textsuperscript{*}. Supports can be forced on every value by projecting the minimum cost from its binary cost functions to its unary costs, and then projecting the minimum unary cost into \(C_{ij}\). Full supports can be forced in the same way, but first it is needed to extend from the unary costs of neighbors to the binary cost functions the minimum cost required to perform in the next step the pro-
jection over the value. The systematic application of these operations does not change the optimum cost and maintains an optimal solution [3]. When we prune a value from \( x_i \), to ensure AC’/DAC∗, we need to recheck \( AC’/DAC∗ \) on every variable that \( x_i \) is constrained with, since the deleted value could be the support/full support of a value of a neighbor variable. So, a deleted value in one variable might cause further deletions in other variables. The AC’/DAC∗ check must be performed until no further values are deleted.

**DCOP.** A Distributed Constraint Optimization Problem (DCOP) is defined by \((X, D, C, \alpha, \omega)\), where \(X, D, C\) define a COP, \(\alpha = \{1, \ldots, p\}\) is a set of \(p\) agents and \(\alpha : \mathcal{X} \rightarrow \mathcal{A}\) maps each variable to one agent. We assume that each agent holds exactly one variable (so variables and agents can be used interchangeably) and cost functions are unary and binary only. Agents communicate through messages, which could be delayed but never lost, and they are delivered in the order they were sent, for any pair of agents.

**BnB-ADOPT.** BnB-ADOPT [8] is a reference algorithm for DCOP. It is a depth-first version of ADOPT [6], showing a better performance. As ADOPT, it arranges agents in a DFS tree. Each agent holds a context, which is a set of assignments involving the agent’s ancestors, and will be updated with message exchange. Messages are \(\text{VALUE}(i, j, val, th)\), \(-i\) informs child or pseudochild \(j\) that it has taken value \(val\) with threshold \(th\), \(\text{COST}(k, j, context, lb, ub)\) \(-k\) informs parent \(j\) that with context its bound are \(lb\) and \(ub\), and \(\text{TERMINATE}(i, j)\), \(-i\) informs child \(j\) that terminates. A BnB-ADOPT agent executes the following loop: it reads and processes all incoming messages and takes value. Then, it sends a \text{VALUE} to each child or pseudochild and a \text{COST} to its parent.

**BnB-ADOPT+.** BnB-ADOPT+ [2] is a version of BnB-ADOPT that saves most of redundant \text{VALUE} and \text{COST} messages, keeping optimality and termination. BnB-ADOPT+ causes substantial reductions in communication costs with respect to BnB-ADOPT.

## 3 BnB-ADOPT+ + SOFT ARC CONSISTENCY

Here we present our contribution combining distributed search (BnB-ADOPT+) and maintaining some kind of soft arc consistency for DCOP solving. Due to the distributed setting this combination requires some care. In a naive approach, each time an agent needs information of other agent this would generate two messages (request and response) which could cause a serious degradation in performance. In our approach, we try to keep the number of exchanged messages as low as possible, introducing the required elements to enforce the selected soft arc consistency in existing BnB-ADOPT+ messages, keeping their meanings for distributed search.

Let us consider a DCOP instance, where agents are arranged in a DFS tree and each agent executes BnB-ADOPT+. Let us consider

```
\begin{array}{c|c|c|c|c|c|c|c|c}
\hline
\text{a} & \text{b} & \text{a} & \text{b} & \text{a} & \text{b} & \text{a} & \text{b} & \text{a} \\
\hline
\text{a} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} \\
\end{array}
```

**Figure 1.** Left: Simple example with two agents \(i\) and \(j\) and two values per variable. Binary costs are indicated, unary costs are zero. The optimum cost is 2 and there are two optimal solutions \((i, b), (j, a)\) and \((i, b), (j, b)\). Center: \(i\) projects \(C_{ij}\) on its unary costs. No link between two values of different agents means a zero binary cost. Right: if \(\Upsilon = 2\), pruning \(v\) with \(\text{cost}(v) = \Upsilon\) causes to lose value \((i, b)\) which is part of the two optimal solutions. In fact, no value remains for \(v\).

A generic agent \text{self} that takes value \(v\). After sending \text{VALUE} messages, self receives \text{COST} messages from its children. A \text{COST} message contains the lower bound computed by BnB-ADOPT+, with the context (variable, value) pairs on which this lower bound was computed. We consider \text{COST} messages whose context is simply the \text{self} agent with its actual value \(v\). If the sum of the lower bounds of these \text{COST} messages exceeds \(\Upsilon\) (the lowest unacceptable cost), the value \(v\) of \text{self} can be deleted. To see this, it is enough to realize that the lower bound is computed assuming (variable, value) pairs of context: if this is simply \((\text{self}, v)\), the actual cost of \(v\) does not depend on the value of any other agent, so if it exceeds \(\Upsilon\) it can be deleted.

This reasoning is valid for any agent. In addition, some extra pruning can be done at the agent located at the root of the DFS tree (\(D_{\text{root}} = \{a, b, \ldots\}\)). Let us assume that initially root takes value \(a\). After a while, root knows \(\text{cost}(a) = lb(a) - ub(a) = \Upsilon - 1\), and it decides to change its assignment to \(b\). After exchanging some messages, root knows \(\text{cost}(b) = lb(b) - ub(b) = \Upsilon - 2\). If \(\Upsilon > \Upsilon - 2\) then value \(a\) can be removed from \(D_{\text{root}}\) because \(\text{cost}(a) > \text{cost}(b)\). Just removing \(a\) will cause no effect in BnB-ADOPT+, because it will not consider \(a\) again as possible value for root. However, if we inform constrained agents that \(a\) is no longer in \(D_{\text{root}}\), this may cause some values of other agents to become unfeasible so they can be deleted.

In these two cases, deletions are unconditional because they do not depend on values of other agents. These deletions can be further propagated in the same way, decreasing the size of the search space. Any deletion caused by propagation of unconditional deletions is also unconditional. To propagate these deletions to other agents we need to maintain some kind of soft arc consistency during search.

**Maintaining soft arc consistency in the distributed case has some differences with the centralized case. They are summarized next:**

- **Pruning condition.** In the centralized case, a value \(a \in D_i\) can be removed if it is not NC∗, that is, if \(C_i(a) + C_o > \Upsilon\). However, in the distributed case \(a\) can be removed only if \(C_i(a) + C_o > \Upsilon\), as explained in the following. In both cases, \(\Upsilon\) is an upper bound (\(\geq\)) of the optimum cost. In the distributed case, BnB-ADOPT+ terminates leaving at each agent an assignment that belongs to a solution with the optimum cost (optimal solution). Pruned values will not be in their domains when BnB-ADOPT+ terminates. If we prune a value when its cost equals \(\Upsilon\), we might remove a value that belongs to an optimal solution. For this reason, we can

```
\begin{array}{c|c|c|c|c|c|c|c|c}
\hline
\text{a} & \text{a} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} & \text{b} \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\end{array}
```

**Figure 2.** (UP) Left: Simple example with two agents \(i\) and \(j\) and two values per variable. Center: \(i\) projects \(C_{ij}\) on its unary costs. Right: \(i\) projects unary costs on \(C_{ij}\). (DOWN) Center: \(j\) projects \(C_{ij}\) on its unary costs, without considering previous projection of \(i\) (this is incorrect). Right: \(j\) projects unary costs on \(C_{ij}\), causing an incorrect increment.
BnB-ADOPT$^+$ messages:
VALUE(sender, destination, value, threshold)
COST(sender, destination, context[], lb, ub)
STOP(sender, destination)

BnB-ADOPT$^+$-AC$^*$ messages:
VALUE(sender, destination, value, threshold, T, C$_0$)
COST(sender, destination, context[], lb, ub, subtreeContr)
STOP(sender, destination, emptydomain)
DEL(sender, destination, value)

BnB-ADOPT$^+$-FDAC$^*$ messages: those of BnB-ADOPT$^+$-AC$^*$ plus
UCO(sender, destination, vectorOfExtensions)

Figure 3. Messages of BnB-ADOPT$^+$, BnB-ADOPT$^+$-AC$^*$ and BnB-ADOPT$^+$-FDAC$^*$.

• Legal representation of cost functions. In the centralized case, all cost functions are known and manipulated by a single agent, the one in charge of COP solving. This agent keeps a single copy of each cost function, where every update is accumulated. In the distributed case, a cost function $C_{ij}$ between agents $i$ and $j$ is known by both agents, which initially share the same representation of $C_{ij}$. Operations to maintain soft arc consistency modify this representation. Since each agent operates differently, after a while agents could have a different representation of $C_{ij}$. Both agents must maintain a legal representation of $C_{ij}$ during the soft arc consistency operations. Otherwise, the same cost can be counted twice when projecting unary costs on $C_{ij}$, as shown in Figure 2, causing $C_{i}(a) + C_{j}$ to become an invalid lower bound for $a$. To maintain a legal representation, $i$ has to simulate the action of $j$ on its $C_{ij}$ representation, and vice versa. In some cases, $i$ has also to send a message to $j$.

In the distributed case, it is usually assumed that each agent knows about (i) its variable and (ii) the cost functions it has with other agents. Assumption (ii) implies that it also knows about the domain of variables it is constrained with (assuming that cost functions do not contain irrelevant values). To enforce any soft arc consistency, we explicitly require that if agent $i$ is connected with agent $j$ by $C_{ij}$, $i$ has to represent locally $D_j$. For privacy reasons, we assume that the unary costs of the values of an agent are held by itself, who knows them and updates them according to the local consistency enforced. An agent neither can know nor update unary costs of other agents. Some soft arc consistencies require that agents have to be ordered. We take the order of agents in each branch of the DFS tree used by BnB-ADOPT$^+$. Observe that, although it is not a total order, agents in separate branches do not share cost functions, so for enforcing soft arc consistency it is enough with the ordering that agents have in DFS branches.

4 BnB-ADOPT$^+$ AND AC$^*/$FDAC$^*$

Distributed search can cause unconditional value deletions. These value deletions can be propagated maintaining soft arc consistency during distributed search. This idea can be easily included in BnB-ADOPT$^+$. Since there are several soft arc consistencies, this approach generates new algorithms depending on the selected soft arc consistency to be maintained. Here we present the connection of BnB-ADOPT$^+$ with AC$^*$ and FDAC$^*$. It is not difficult to prove that, no matter maintaining AC$^*$ or FDAC$^*$, the new algorithms keep the optimality and termination properties of BnB-ADOPT$^+$ [8].

4.1 BnB-ADOPT$^+$-AC$^*$

BnB-ADOPT$^+$-AC$^*$ performs distributed search and maintains AC$^*$ level of soft arc consistency. If $i$ and $j$ are two neighbor agents, $i < j$, AC$^*$ is maintained from $i$ to $j$ and from $j$ to $i$, as shown in Figure 4 (left). Communication between agents is done by message passing. The semantic of original BnB-ADOPT$^+$ messages remains unchanged. New elements are included in these messages, they appear in Figure 3. BnB-ADOPT$^+$-AC$^*$ requires some minor changes with respect to BnB-ADOPT$^+$:

• A new message type, DEL, is required. When self deletes value $a$ in $D_{self}$, it sends a DEL message to every agent constrained with it. This is depicted in Figure 4 (left). When self receives a DEL message, it registers that the message value has been deleted from the domain of sender, and it enforces AC$^*$ on the constraint between self and sender. If, as result of this enforcing, some value is deleted in $D_{self}$, it is propagated.

• VALUE messages include $T$ and $C_{0}$. The initial $T$ is passed as parameter and root propagates it downwards, informing the agents of the lowest unacceptable cost. As search progresses, root may discover lower values for $T$, which are propagated in the same way. Contributions to $C_{0}$ are propagated upwards in COST messages and aggregated in root, building $C_{0}$, a lower bound of the instance global cost (no matter which values are assigned). Then, root propagates $C_{0}$ downwards in VALUE messages.

• COST messages include the subtree contribution of each agent to the global $C_{0}$. Each agent adds its own contribution with the subtree contributions of all its children, and the result is included in the next COST message sent to its parent. All these contributions are finally added in root, forming the global $C_{0}$, which is propagated downwards in VALUE messages.
procedure AC*-preprocess(T) initializes:
AC*(T); while not Done do
   A ← argmin\_\_a∈\_\_A\_\_\_\_\_\_D(a); \( \alpha \leftarrow \Delta(D(a), a); \)
   if there is no solution, return false;
   for each \( a \in A \) do
      \( \text{sendMsg}(\text{STOP}, \text{self}, a); \)
   end
   end

procedure AC*(T) for each \( a \in A \) do
   if there is no solution, return false;
   processDelete(A); STOP: processStop(T);
   else do
     if \( a \in A \) then
       processUnaryCosts(T);
       FromUnarySelfToBinary(T, i, vector);
     end
     for each \( a \in A \) do
       if \( a \in A \) then
         processMessage(T, a);
         processStop(T)
       end
     end
   end

procedure ProcessDelete(T) for each \( a \in A \) do
   sendMsg(\text{STOP}, \text{self}, a); end
   while there is no solution do
     for each \( a \in A \) do
       if \( a \in A \) then
         processMessage(T, a);
         processStop(T)
       end
     end
   end

procedure PruneDomainSelf(T) for each \( a \in A \) do
   if \( a \in A \) then
     processMessage(T, a);
     processStop(T)
   end

procedure FromBinaryToUnary(T) for each \( a \in A \) do
   if \( a \in A \) then
     processMessage(T, a);
     processStop(T)
   end

procedure FromUnarySelfToC(T) for each \( a \in A \) do
   if \( a \in A \) then
     processMessage(T, a);
     processStop(T)
   end

procedure FromUnarySelfToBinary(T) for each \( a \in A \) do
   if \( a \in A \) then
     processMessage(T, a);
     processStop(T)
   end

procedure FromUnarySelfToC(T) for each \( a \in A \) do
   if \( a \in A \) then
     processMessage(T, a);
     processStop(T)
   end

Figure 5. The preprocess code for enforcing AC*. We assume that cost functions are initially AC*. If not, they are made AC* by preprocess of Figure 5. A quick description follows:

- AC*-preprocess*. It receives the initial T and performs AC*. Then, it performs a receiving loop of DEL or STOP messages that ends when an empty domain has been detected (end is true) or when there are no more messages (quiescence is true).
- AC*(T). For each binary cost function in which self is involved, it enforces AC* with the following assumption: it projects first on the lower agent and then on the higher agent. It is worth noting that executing AC*-one-way(i, self) does not change unary costs of self values, but modifies the representation of \( \Delta_{\text{self}} \) in self in the same way agent i does.
- AC*-one-way(i, j). It enforces AC* property from i to j.
- FromBinaryToUnary(i, j). It projects binary costs \( \Delta_{\text{self}} \) on unary costs. It updates unary costs when the first argument is self.
- FromUnarySelfToC(i, j). It projects self unary costs on myContribution, which accumulates self contribution to \( \Delta_{\text{self}} \).
- PruneDomainSelf(i, j). Checks for deletion every value in \( \Delta_{\text{self}} \).

1. DAC*-one-way(i);
2. do nothing (*);
3. if \( j < \text{self} \) then DAC*-one-way(j); else AC*-one-way(j, self);
4. if \( j > \text{sender} \) then DAC*-one-way(self, j, sender);

The BnB-ADOPT*-AC* process code is not given here for space reasons. It is based on BnB-ADOPT*[2]. In addition to the normal BnB-ADOPT* operation, it includes the following actions to maintain AC*. When self receives a VALUE message, the local copies of T and \( C_{\text{opt}} \) are updated if the values contained in the received message are better (lower for \( T \), higher for \( C_{\text{opt}} \)). If T or \( C_{\text{opt}} \) changed, \( C_{\text{opt}} \) is tested for possible deletions (because elements of the deletion condition have changed). When self receives a DEL message from a child c, self records c true contribution to \( C_{\text{opt}} \). In the Backtrack procedure, when self changes value, \( C_{\text{opt}} \) is tested for possible deletions. When self receives a DEL message, the procedure ProcessDelete(msg) that appears in Figure 5 is called.

4.2 BnB-ADOPT*-FDC* BnB-ADOPT*-FDC* performs distributed search and maintains FDC* level of soft arc consistency. If \( a \in P \) and \( j \in A \) are two neighbor agents, \( i < j \), DAC* is maintained from \( i \) to \( j \) and AC* from \( j \) to \( i \), as shown in Figure 4 (right). As indicated in Figure 3, in addition to the messages required for BnB-ADOPT*-AC*, it requires the new UCO (unary costs) message. When self enters DAC* on a cost function with a higher agent \( i \), self sends a UCO message to \( i \) with
the minimum contribution of self unary costs for i to project on i unary costs (following [3]). This is depicted in Figure 4 (right). It is worth noting that this DAC* enforcing does not eliminates previous AC* enforcing on the same pair of agents, theorem 2 of [3]; we always enforce AC* before enforcing DAC* on C_i. The vector of extensions is the \( E[b] \) computed in the procedure DAC*-one-way(i) in Figure 6. Upon reception, the i agent will perform the extension of these unary costs into the binary cost function, the projection of the binary costs into the unary ones and these on \( C_{\phi_i} \), checking its domain for possible deletions and restoring the DAC* condition from i towards higher neighbors.

We assume that cost functions are initially FDAC*. If not, they can be made FDAC* by the preprocess depicted in Figure 6, where lines 1, 2, 3, 4 replace the corresponding ones in Figure 5. A summary description of this code follows:

- 1 Instead of AC*, self enforces DAC* with higher agent i.
- 2 self does nothing because to enforce DAC* with a lower agent, self has to wait for the UCO message.
- 3 self enforces either AC* or DAC*, depending on the relative order between j and self.
- 4 self enforces AC* with the higher agent sender.

DAC*-one-way(i). self starts enforcing DAC* on \( C_{i, self} \) by performing the required operations on its representation of \( C_{i, self} \) and sending a UCO message to i.

FromUnarySelfToBinary(i, vector), self adds in \( C_{i, self} \) the costs in vector that will be sent to i, subtracting them from \( C_{self} \) unary costs.

ProcessUnaryCosts(msg), self receives the UCO message and extends its costs into \( C_{self, sender} \). It projects costs from \( C_{self, sender} \) on its unary costs and these on \( C_{i, self} \) self tries to prune its domain and enforces DAC* with any other higher agent i constrained with it.

The BnB-ADOPT*-AC*/FDAC* process code is not given here for space reasons. Basically it is the BnB-ADOPT*-AC* code, plus the reception and process of the new UCO message. This process is done by ProcessUnaryCosts(msg) that appears in Figure 6.

5 EXPERIMENTAL RESULTS

We evaluate the efficiency of BnB-ADOPT*-AC*/FDAC* by a discrete event simulator. Performance is evaluated in terms of communication cost (messages exchanged), computation effort (non-concurrent constraint checks), considering also the number of iterations (synchronous cycles; in a cycle every agent reads all its incoming messages, processes them and sends all its outgoing messages) the simulator must perform until the solution is found. We tested our algorithms on unstructured instances with binary random DCOPs, and on structured distributed meeting scheduling datasets.

Binary random DCOPs are characterized by \( \langle n, d, p_1 \rangle \), where n is the number of variables, d is the domain size and \( p_1 \) is the network connectivity. We have generated random DCOP instances: \( n = 10, d = 10, p_1 = 0.3, 0.4, 0.5, 0.6 \). Costs are selected from an uniform cost distribution. Two types of binary cost functions are used, small and large. Small cost functions extract costs from the set \{0, . . . , 10\} while large ones extract costs from the set \{0, . . . , 1000\}. The proportion of large cost functions is 1/4 of the total number of cost functions (this is done to introduce some variability among tuple costs; using a unique type of cost function causes that all tuples look pretty similar from an optimization view). Results appear in Table 1 (a), averaged over 50 instances.

On the meeting scheduling formulation, variables represent meetings, domain represent time slot assigned for each meeting, and there are constraints between meetings that share participants. We present 4 cases obtained from the DCOP repository [9] with different hierarchical scenarios and domain 10: case A (8 variables), case B (10 variables), case C (12 variables) and case D (12 variables). Results appear in Table 1 (b), averaged over 30 instances.

For each problem, we calculate an initial \( T \) to have prune opportunities on the AC* and FDAC* preprocess. This is done in the following way. Each leaf agent choose the best value with local information, and informs its parent of the selected value and its cost. Parents receive this information from children and choose their own best value regarding local information, and also inform their parents accumulating the cost of the partial solution. When all agents have chosen their value, we have a complete solution (likely not the optimal one) which is an upper bound of the optimum problem cost.

So \( root \) calculates the cost of this complete solution and inform this cost downwards. This cost is considered the initial \( T \) of the problem. With this preprocess we are able to calculate \( T \) different from \( \infty \), requiring only two messages per each agent: one from child to parent informing the partial solution cost, and one from parent to children informing of the global initial \( T \).

On random DCOPs, BnB-ADOPT*-AC*/FDAC* showed clear benefits on communication costs with respect to BnB-ADOPT+. Maintaining AC* level (BnB-ADOPT*-AC*) the number of exchanged messages is divided by a factor from 3 to 10. Notice that this reduction is obtained generating only very few DEL messages. In addition, including the FDAC* level (BnB-ADOPT*-FDAC*) enhances this reduction, dividing the number of BnB-ADOPT+ exchanged messages by a factor from 5 to 27. Notice that maintaining the higher FDAC* level increases slightly the number of DEL messages (this is because more deletions have been generated) and only very few UCO messages are added. In contrast, important savings are obtained compared to AC*. In general, including few DEL and UCO messages and performing extra local computation to enforce soft arc consistency allows BnB-ADOPT*-AC*/FDAC* to obtain large reductions in VALUE and COST messages. This is because values that will not be in any optimal solution – which would be discovered by distributed search – are sooner removed by soft arc consistency, so agents will need to assign less values (consequently they will generate less VALUE messages) when testing the optimum assignment for each context. If less VALUES are generated, less COSTs will be sent in response. We assume the usual case where communication time is higher than computation time, then the total elapsed time is dominated by the communication time, and reducing the number of messages causes an important effect in performance.

We also observe a clear decrement in the number of cycles of BnB-ADOPT*-AC*/FDAC* (divided by a factor from 3 to 17), combined with a decrement in the number of messages per cycle with respect to the original BnB-ADOPT+. Assuming that processing each message type requires approximately the same time, the combination of these two effects is an improvement indicator. Since agents need to process less information coming from their neighbors on each iteration, and they perform less iterations to reach the optimum, this combined reduction is very beneficial for agent performance.

Notice that although agents need to perform more local computation to maintain local consistency, the number of non-concurrent constraint checks (NCCCs) also shows important reductions. This is the combination of two opposite trends: agents are doing more work enforcing soft arc consistency and processing new DEL and UCO messages, but less work processing less VALUE and COST mess-
sages. This combination turns out to be very beneficial, saving computational effort for all cases tested. In some cases, reduction reaches up to one order of magnitude.

For the meeting scheduling instances, we also obtain clear benefits maintaining AC*, enhanced by FDAC*. For the stronger FDAC* level (BnB-ADOPT+FDAC*) messages are divided by a factor from 4 to 6, cycles are divided by a factor from 3 to 4 and there are significant savings in NCCCs. To obtain these results, very few DEL and UCO messages are needed, and the extra computational effort required to maintain AC* or FDAC* is effectively balanced by the decrement on VALUE and COST messages.

So, maintaining soft consistency (BnB-ADOPT+-AC*/FDAC*) proved to be clearly beneficial for the instances tested. The propagation of deletions contributes to diminish the search effort, decreasing the number of COST and VALUE messages exchanged. Also, the flows of costs from one agent to another, implemented by UCO messages, allows an agent to pass some of their unitary costs to higher agents, searching for more pruning opportunities. In the worst case, maintaining FDAC* our approach divides the number of messages required to reach an optimal solution by a factor of 3, substantially decreasing the number of cycles and the computational effort at each agent.

6 CONCLUSION

In this work we have connected BnB-ADOPT+ with some forms of soft consistency in the weighted case, aiming at detecting and pruning values which would not be in the optimal solution, with the final goal of improving search efficiency. These deletions are unconditional and do not rely on any previous variable assignment. The transformations introduced (extending unary costs into binary ones, projecting binary costs into unary ones, projecting unary costs into C0, and pruning values not NC+) assure that the optimum (and any optimal solution) of the transformed problem remains the same as the original instance. According to experimental results, propagation of unconditional deletions provides substantial benefits for the benchmarks tested. New messages DEL and UCO have been introduced. However, the increment in the number of messages due to the generation of new DEL and UCO messages has been largely compensated by the decrement in the number of COST and VALUE messages used to solve the problem. BnB-ADOPT+-AC*/FDAC* has been proved to be very beneficial with respect to BnB-ADOPT+, not only in communication cost but also in computation effort.
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