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Abstract. Social conventions are useful self-sustaining protocols for groups to coordinate behavior without a centralized entity enforcing coordination. The emergence of such conventions in different multi agent network topologies has been investigated by several researchers. In the literature we can observe two different approaches taken by agents to reach conventions: direct interactions with other agents that affects its payoff, or, an observance approach based on a majority rule, where agents change their state depending on their neighbors states. However, we proposed a mixed strategy, where agents are able to do both: interact and observe. The research question to be answered in this work is the percentage of each approach an agent should take in order to reach conventions faster.
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1. Introduction

Conventions such as driving on the left side of the road or not stepping in front of other people in line are prevalent in human groups and societies. Conventions are a special type of social norm. Coleman [1] claims that conventions are a type of norms that are directed at certain focal actions. The term focal action is directly borrowed from game theory where it exists the concept of focal point. A focal point is defined as a solution that players will tend to use in the absence of communication, because it seems natural, special or relevant to them. 2 All the focal actions are equally good, as long as it is the same one chosen by all the players.

Such conventions are conflict resolution strategies that develop from the population interactions instead of a centralized entity dictating agent protocol. However interactions
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2For example, imagine that you and your partner are visiting Paris. It is the first time for both of you in that city. Unfortunately, you are not in the same hotel and you have no means to communicate with each other, although you know that you have to meet each other at a certain time in a public place. You can choose between all the public places in Paris. Using a common sense reasoning, you might choose to go to the Eiffel Tower, the Pyramid of the Louvre Museum, or the Arc de Triomphe. Those would be focal points in the decision game. Consequently the focal action will be the action taken by the agents in the absence of communication.
are not the only mechanism available to agents in order to reach conventions. In everyday life there are a number of scenarios where agents, before proceeding and interact with other agents, stop and observe how the others are behaving. This observation provides agents with extra information of the conventions followed in the society. However, this observance in a multiagent society might imply a cost that is not reflexed in human societies. In several works of the literature, like [2] or [3], a Majority Rule is used. This majority rule makes agents change to the state of the majority of their neighbors. This observance provides to the agent a more general view of the actual state of its neighborhood than the direct interactions do.

Norm evolution is dependent upon the exertion of social pressure by the group on aberrant individuals. It is through learning via repeated interactions that social pressure is applied to individuals in the group.

However, a reward metric based on the current interaction does not necessarily model the full context or capture the persistent nature of social pressure in human societies. In particular, society often uses past history to judge individuals and hence actions have future consequences in addition to immediate effects. Accordingly, we propose a reward structure based upon the agent’s interaction history as a more appropriate alternative to the single interaction reward metric normally used. In our model agents are rewarded based upon the conformity of action between two agents, such that the agent who has the most of the majority interaction receives higher reward. Hence, both interaction agents’ history of actions are used to calculate each individuals’ payoff from an interaction. We investigate in this work how a certain percentage of observance in the norm emergence process (on top of the direct interactions) affects in the convergence time of this process.

We are also keenly interested in understanding how agent relationships and social connections affect the success and rate of adoption of social norms. We represent different societal connection topologies by different network types in which the network links represent interactions between agents.

Given a connection topology, agents repeatedly play a two-player game with the reward for interaction based on their respective action histories. We believe that the underlying topology of the society is a key factor in determining the convention emergence process. In this work we will experiment on different types of topologies in order to observe, compare and analyze their effects and dynamics of reaching social conventions.

The structure of this article is as follows: in Section 2 we present the agent interaction and reward model that we have used; experimental results are presented in Section 3; conclusions from the analysis of the results are presented in Section 4, and finally we present the future work in Section 5.

2. Model

The social learning situation for norm emergence that we are interested in is that of learning to reach a social convention. We borrow the definition of a social convention from [4]:

A social law is a restriction on the set of actions available to agents. A social law that restricts agents’ behavior to one particular focal action is called a social convention.

We represent the interaction between two agents as an $n$-person $m$-action game. At each time step, each agent is paired with another agent and decides in which state it wants
to be. In our case, as in the case in [5], a social convention will be reached if all the $n$ agents are in the same state, i.e., the actual state chosen is immaterial. For our purpose, an agent choosing a particular action is equivalent to it being in a corresponding state. In this paper, we consider only binary interactions, i.e., $n=2$, although we will study different values of the number of focal actions available to the agents. We would like to remember to the reader that in this work it will not matter the focal action where agents reach a convention at; all the focal actions are equally good, as long as they all converge to the same.

As we specified, agents will be located in a network topology that will represent the social network. In this work we will focus on the effects of a one-dimensional lattice with connections between all neighboring vertex pairs (examples can be seen in Figures 1(a), 1(b) and 1(c))

Each agent is represented by a node in the network and the links represent the possibility of interaction between nodes (or agents). The one-dimensional lattice provides a structure in which agents are connected with their $n$ nearest neighbors. Different values of the neighborhood size ($n$) produces different network structures; for example, when $n=2$ the network will have a ring structure (as in Figure 1(c)) and agents will only be connected with their direct neighbors (those at left and right if we imagine a ring topology). On the other hand, when $n=\text{PopulationSize}$, the network is a fully connected network (as in Figure 1(a)) where each agent is connected with all other agents.

As in [6], we use agents with a memory $M_k$ of size M (same size for all the agents). For agent $k$, the memory $M_k$ will record some information on the history of its decisions: The value of the position $i$ of the memory $M_k$ will be a tuple $(a^i_k, t^i)$ where $t^i$ is the time the $i$-th memory event took place, and $a^i_k$ is the decision taken by agent $k$ at time $t^i$ ($1 \leq i \leq M$). Thus, the memory of each agent will work as a record of the history for the last memory size actions taken by the agent.

Agents cannot observe the other agent’s current decision, or immediate reward, and hence cannot calculate the payoff for any action before actually interacting with the opponent.

When an agent is chosen to execute an action, two actions can be chosen: Observation or Interaction. The action to be executed is randomly chosen by the agent following a standard distribution and the probability of observance assigned to each simulation.
In the experiments presented in this work, this probability will vary in order to study the effects of different observance probabilities.

When an agent have to observe, it observes the preferences of its neighboring agents. The observing agent will reinforce with 1 the action preferred by the majority. In this work we will assume that the observance action is cost-free, although it will be interesting studying situations where this observance implies a cost.

On the other hand, if an agent has to interact, it will randomly choose one of its neighboring agents to interact with. When two agents interact, the instantaneous reward that an agent receives is calculated based on the action it selected and the action history of both agents as shown in Algorithm 1, where \( \text{Action}_x \) is the last action taken by agent \( x \), and for which it is rewarded, \( \text{MajorityAction} \) is selected to be whichever action is played most by the two players combined, \( \text{MajorityActions}_x \) is the number of actions equal to the majority action that agent \( x \) has previously taken, and \( \text{TotalMajorityActions} \) is the number of times the majority action was chosen by both players in their finite histories.

\[
\text{Algorithm 1 Memory Based Reward Function.}
\]

(First, we select the majority action)

FindMajorityAction

(Then, we calculate the reward depending on the agents action selection and on the majority action)

if \( \text{Action}_1 == \text{MajorityAction} \) then
    reward_1 = \( \frac{\text{MajorityActions}_1}{\text{TotalMajorityActions}} \)
else
    reward_1 = 0
end if

This reward function has been designed like this in order to provide a reinforce to the more frequent actions, taking into account also agents history.

Agents use a learning algorithm to estimate the worth of each action. Agents will choose their action in each interaction in a semi-deterministic fashion. A certain percentage of the decisions will be chosen randomly, representing the exploration of the agent, and for the rest of the decisions, the agents deterministically choose the action estimated to be of higher utility. In all the experiments presented in this article, the exploration rate has been fixed at 25%, i.e., one-fourth of the actions are chosen randomly.

The learning algorithm used here is a simplified version of the Q-Learning algorithm [7]. The Q-Update function for estimating the utility on an action is:

\[
Q^t(a) \leftarrow (1 - \alpha) \times Q^{t-1}(a) + \alpha \times \text{reward} \tag{1}
\]

where \( \text{reward} \) is the payoff received from the current interaction and \( Q^t(a) \) is the utility estimate of action \( a \) after selecting it \( t \) times. When agents decide not to explore, they will choose the action with higher Q value.

The simulation process for repeated interactions in the agent society is presented in Algorithm 2.
Algorithm 2 Simulation Process.

for timesteps do
    for all agents do
        if OBSERVATION then
            Observe neighbors
            Majority Action amongst neighbors determines payoff
        else if INTERACTION then
            Select another partner agent from population
            Selected agents choose an action
            The joint action from the selected agents and their history determines payoffs
            Selected agent(s) use payoff received to update action estimates
        end if
    end for
end for

3. Experiments

To evaluate the rate and success of norm emergence we ran experiments with different societal configurations by varying the following system and agent properties:

- **Neighborhood Size**: We study how different neighborhood sizes in a one-dimensional lattice affect the process of emergence of conventions.
- **Number of Focal Actions**: We study how the number of focal actions available to the agents affect the process of emergence of conventions.

The key element to be observed is how by varying the probability of observance of the agents, the convergence time is also affected.

Results reported here have been averaged over 25 runs in simulation with 100 agents. Agents are initialized with uniformly random memories, and initially are unbiased in their action choice. We conclude that a social convention has been reached when 100% of the population choose the same action. Other authors in the literature such [6] or [5] fixed the convergence rate at 90%. However we have observed that with certain reward functions on certain topologies, even after 90% of the society has converged to a convention, it can still switch back to the other convention.

Though some aspects of results from our simulated agent society can be transferred to human situations (with additional mechanisms), our results are targeted towards a better understanding of how to develop self-adaptive agent societies.

3.1. Focal Actions Effect

3.1.1. 2 Focal Actions

In this first experiment we have set a population located in a one-dimensional lattice with neighborhood size 10 and two focal actions to reach a convention. Experimental results are shown in Fig. 2. On the horizontal axis we can observe different measures of observance probability, and the vertical axis represent the convergence time for convention emergence.

These results show that neither extreme option is optimal. We can observe that in situations of full observance or zero observance, the system takes longer to converge. The phenomenon is produced due to the design of the reward function in both situations. In both extreme scenarios, subconventions are created and hard to break. Only in the
scenarios where a combined approach is taken, conventions are reached in a faster way. The subconventions that are created when agents interact one on one are easily broken when agents observe the others around and reinforce the majority action.

3.1.2. 10 Focal Actions

However, we can see in Fig 2 that when increasing the number of focal actions, the most efficient strategy is providing agents with the maximum observance capability possible. In general a higher number of focal actions makes the system converge in a slower fashion. Nonetheless, in the situation of full observance the effectiveness of the system is improved with respect to that of 2 focal actions. The explanation for this phenomenon is that when having more than two focal actions, it is harder to obtain a draw in the decision of the majority action of the agents.

![Figure 2](image)

**Figure 2.** Convergence Time with different Observance probabilities in a One Dimensional Lattice with N=10. Axis y in Decimal Scale.

3.2. Neighborhood Size Effect

In this experiment we want to observe the effects of the network topology. We can observe in the experimental results shown in Fig. 3 that the network topology affects directly to the emergence of conventions.

In a previous work [8], we showed that the emergence of conventions in one-dimensional lattices was strongly affected by the neighborhood size: the convergence times are drastically reduced when the diameter of the network (inversely proportional to the neighborhood size) is reduced. Therefore, in the following experiments we have selected three different neighborhood sizes that we believe represent the search space of the underlying topologies: 10, 40 and 100 (representing a fully connected network).

We can observe that the fully connected network is not importantly affected by the observance probability. The main reason is because of the design of the reward function of the observance action: the focal action reinforced will be that shared by the majority action. This reward function in a fully connected network will improve monotonically.

---

[3] The diameter of a graph is the largest number of vertices which must be traversed in order to travel from one vertex to another.
when increasing the observance probability, as agents will take into consideration all agents’ preferences.

On the other hand, with less connected topologies ($N = 10$) we can observe how a high observance probability speeds up the convergence with respect to a lower observance probability.

However, the most interesting case is that of $N = 40$: in the 2-focal actions scenario, a higher observance probability increases the convergence time, whereas, in the 10-focal actions scenario, a higher observance probability reduces the convergence time. The main reason why the 10-focal action scenario is reduced when increasing the observance is because there are more focal actions where agents can reach subconventions. Therefore, we can imagine that the same amount of subconventions will be created in the 2-focal actions scenarios, however, in the case of the 10-focal actions these subconventions might be in different focal actions. Having different subconventions on more than 2 focal actions will produce that the alternatives to the majority action (in the 10-focal action scenario) to be in minority, therefore, discriminating rapidly most of the options (as they will be reinforced very rarely).

4. Conclusions

We have presented a set of experiments to study the emergence of social conventions based not only on direct interactions but also on the observance of neighboring agents. This social learning framework requires that each agent learns from repeated interaction with anonymous members of the society and from the observances. Norm emergence in real environments are likely to be influenced by both physical neighborhood effects imposed by mobility restrictions and biases as well as diverse learning, memory and reasoning capabilities of members of the society. Our main goal in this paper was to study the effects of different observance probabilities on the rate of norm emergence.

Our initial hypothesis was that different observance probabilities would produce different effect on the process of norm emergence. Experimental results confirmed this hypothesis. We have shown that conventions emerge in less time when agents are allowed both to interact and to observe in the right proportion. This proportion will be determined by the diameter of the network and the number of focal actions available.
5. Future Work

The most imminent future work that we plan to perform is to explore more exhaustively the search space of variables. A deeper study will allow us to fully understand under which topological conditions agents need a different value of the observance probability.

One question that we plan to answer in future versions of this work is how different observance ratios will affect in the emergence of conventions. In the experiments presented in this work, the ratio of observance is limited to all the neighbors of each agent; however, we would like to observe how the emergence of conventions is affected when agents can observe further away than its neighbors.

Finally, we plan to extend this research to different topologies. Up to now we have only analyzed different versions of one-dimensional lattices, although we want to observe how topologies like scale free or small world networks respond to this combined approach of interaction and observance.
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