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Introduction - SAT

SAT：Given a propositional formula φ, test whether there is an 
assignment to the variables that makes φ true.

e.g., a  CNF formula

𝜑 = (𝑥1∨ ¬𝑥2) ∧ (𝑥2 ∨ 𝑥3) ∧ (𝑥2 ∨ ¬𝑥4) ∧ (¬𝑥1 ∨ ¬𝑥3 ∨ 𝑥4)

Hard
• The first problem that is proved to 

be NP-Complete [S. Cook, 1971]
• ETH says 3-SAT cannot be solved in 

2𝑜 𝑛 time, and SETH says 𝑘-SAT 
needs roughly 2𝑛 time for large k.

Important Applications
• EDA
• Software verification
• Automatic Theorem Proving
• cryptography
• …

Improve the efficiency  of SAT Solving



Introduction - CDCL

• The most popular approach: CDCL, since 1996 (evolved 
from DPLL)

• clause learning
• Lazy data structures
• Restarting
• branching heuristics

• Pick a variable
• Pick the respective phase

• …



Introduction - SLS

• The other important paradigm: stochastic local search 
(SLS), since 1992
• a main incomplete method biased towards the satisfiable side.
• Begin with a complete assignment and iteratively modify the 

assignment



Introduction – Challenge on hybrid solving

Challenge 7: Demonstrate the successful combination of 
stochastic search and systematic search techniques, by 
the creation of a new algorithm that outperforms the best 
previous examples of both approaches. 

---AAAI 1997，Bart Selman, Henry Kautz and David McAllester



Introduction – Related works

• Use a local search solver as the main body solver.

• hybridGM, SATHYS

• GapSAT: use CDCL as preprocessor before local search

• DPLL/CDCL as the main body solver

• HINOTOS: local search finds subformulas for CDCL to solve

• WalkSatz: calls WalkSAT at each node of a DPLL solver Satz.

• CaDiCaL and Kissat: a local search solver is called when the solver 

resets the saved phases and is used only once immediately after 

the local search process

• Sequential call local search and CDCL

• Sparrow2Riss, CCAnr+glucose, SGSeq
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resets the saved phases and is used only once immediately after 

the local search process

• Sequential call local search and CDCL

• Sparrow2Riss, CCAnr+glucose, SGSeq

Previous works did not lead to hybrid solvers 
essentially better than CDCL solvers on application 
instances.
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Idea 1: Exploring Promising Branches by Local Search

Identify which branches deserve exploration

|𝛼|

|𝑉|
> 𝑝 and there is no conflict under 𝛼. 𝑝 = 0.4

|𝛼|

|𝛼_𝑚𝑎𝑥|
> 𝑞 and there is no conflict under 𝛼. 𝑞 = 0.6

The cutoff of each Local Search process： certain amount of
memory accesses (5 × 107)



Idea 2: Phase Resetting with Local Search Assignments

• Phase selection is an important component of a CDCL solver. 

• Most modern CDCL solvers utilize the phase saving heuristic
(Pipatsrisawat & Darwiche, SAT 2007).

• Our idea:
• After each time the CDCL is restarted, resets the saved phases of 

all variables with assignments produced by local search.

• 𝛼_𝑚𝑎𝑥_𝐿𝑆 and 𝛼_𝑏𝑒𝑠𝑡_𝐿𝑆 serve for the aim to maximize the depth of 
the branch

• 𝛼_𝑙𝑎𝑡𝑒𝑠𝑡_𝐿𝑆 adds diversification



Idea 3: Branching with Conflict Frequency in Local Search

• CDCL is a powerful framework owing largely to the utilization of the 
conflict information

• branching heuristics aim to promote conflicts.

• Can information from SLS be used to enhance branching heuristics
to promote conflicts?

Our idea:
𝑙𝑠_𝑐𝑜𝑛𝑓𝑙_𝑓𝑟𝑒𝑞 (x) = #(steps in which x appears in unsatisfied clauses) / 
#total_local_search_steps

multiply 𝑙𝑠_𝑐𝑜𝑛𝑓𝑙_𝑓𝑟𝑒𝑞(x) with 100 , resulting 𝑙𝑠_𝑐𝑜𝑛𝑓𝑙_𝑛𝑢𝑚(x).

LS Enhanced VSIDS: for each variable 𝑥, its activity is increased by
𝑙𝑠_𝑐𝑜𝑛𝑓𝑙_𝑛𝑢𝑚(𝑥)

LS Enhanced LRB: for each variable 𝑥 , the number of learnt clause
during its period 𝐼 is creased by 𝑙𝑠_𝑐𝑜𝑛𝑓𝑙_𝑛𝑢𝑚(𝑥).
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Experiments - Preliminaries

• Base solver:

• glucose (v4.2.1)

• MapleLCMDistChronoBT-DL (v2.1)

• Kissat_sat (2414b6d)

• CCAnr

• Benchmarks:

• The latest four SAT Competitions/Race (2017-2020)

• US Federal Communication Commission(FCC) 10000 instances



Experiments – Results on SC benchmarks

20 51

9 24

21 62

9 67

3 17

5 10





Experiments – Results on FCC benchmark



Conclusion

As far as we know, this is the first work that meets the
standard of the challenge 7 “Demonstrate the
successful combination of stochastic search and
systematic search techniques, by the creation of a
new algorithm that outperforms the best previous
examples of both approaches.” on standard
application benchmarks.



Thank you!
Any question?


