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Foreword

Working with real systems is always a challenging task for an Artificial Intelligence
Ph.D. student. They require a surplus of effort over those problems that are comfortably
simulated by a computer program. This book explains one of these challenging tasks
successfully led to an end by Dı́dac Busquets. An enthusiast of difficulties.

Having autonomous robots solving complex problems is part of the original dream
of artificial intelligence with an amazing potential for practical and useful applications.
Programming such intelligent robots is clearly not an easy task. Dı́dac Busquets has
faced the problem of programming a robot to autonomously navigate towards a pre-
established target. The difficulty being on using just a camera to guide the decision
making process. Not an easy problem because the only requirement is that the target is
visible from the starting position of the robot but can easily disappear from the field of
view when the robot starts moving. Dı́dac Busquets has used several AI techniques in
order to tackle the problem: artificial vision, genetic algorithms, reinforcement learn-
ing, multi-agent systems, and fuzzy reasoning. He has proposed a general multi-agent
architecture to structure and coordinate such complex programs and has effectively im-
plemented an instance of this architecture. Dı́dac Busquets has tested his approach
initially on simulation and then on a real robot. The results are excellent. From a sci-
entific perspective the book contains very interesting ideas on how all those techniques
can be combined in order to model the sense of orientation that animals exhibit. From
an engineering perspective it contains a way to co-ordinate multiple-decision making
entities into a coherent whole. Overall, a very interesting piece of work.

Dı́dac’s qualities helped him to successfully complete his Ph.D.: a perseverant char-
acter to overcome the difficulties and a high dose of patience to do the experimental
work. He has started a robotics research line within the IIIA that will certainly be the
seed of future challenges for all of us. Enjoy the book.

Bellaterra, October 2003

Ramon López de Màntaras Badia
Carles Sierra Garcia

Institut d’Investigació en Intel�ligència Artificial
Consell Superior d’Investigacions Cientı́fiques
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Abstract

Navigationin unknownunstructuredenvironmentsis still adifficult openproblemin the
field of robotics. In this PhD thesiswe presenta novel approachfor robot navigation
basedon the combinationof landmark-basednavigation, fuzzy distancesandangles
representationandmultiagentcoordinationbasedon a biddingmechanism.Theobjec-
tivehasbeento havearobustnavigationsystemwith orientationsensefor unstructured
environmentsusingvisual information.

To achieve suchobjective we have focusedour efforts on two main threads:navi-
gationandmappingmethods,andcontrolarchitecturesfor autonomousrobots.

Regardingthenavigationandmappingtask,we have extendedthework presented
by Prescott,so that it canbeusedwith fuzzy informationaboutthe locationsof land-
marksin theenvironment.Togetherwith this extension,we havealsodevelopedmeth-
odsto computedivertingtargets,neededby therobotwhenit getsblocked.

Regardingthe control architecture,we have proposeda generalarchitecturethat
usesabiddingmechanismto coordinateagroupof systemsthatcontroltherobot.This
mechanismcan be usedat different levels of the control architecture. In our case,
we have usedit to coordinatethe threesystemsof the robot (Navigation, Pilot and
Vision systems)andalsoto coordinatetheagentsthatcomposetheNavigationsystem
itself. Using this bidding mechanismthe actionactuallybeingexecutedby the robot
is the mostvaluedoneat eachpoint in time, so, given that the agentsbid rationally,
thedynamicsof thebiddingswould leadtherobot to executethenecessaryactionsin
orderto reachagiventarget.Theadvantageof usingsuchmechanismis thatthereis no
needto createa hierarchy, suchin thesubsumptionarchitecture,but it is dynamically
changingdependingon thespecificsituationof therobotandthecharacteristicsof the
environment.

We have obtainedsuccessfulresults,both on simulationandon real experimenta-
tion, showing that the mappingsystemis capableof building a mapof an unknown
environmentandusethis informationto movetherobotfrom astartingpoint to agiven
target. Theexperimentationalsoshowedthat thebiddingmechanismwe designedfor
controlling the robot producesthe overall behavior of executingthe properactionat
eachmomentin orderto reachthetarget.
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Resum

La navegacío enentornsdesconegutsno estructuratśesencaraun problemaobertenel
campdela robòtica. En aquestatesipresentemunaaproximacío pera la navegacío de
robotsbasadaenla combinacío denavegacío basadaenlandmarks,representació fuzzy
d’anglesi dist̀anciesi unacoordinacío multiagentbasadaen un mecanismede dites.
L’objectiudela tesihasigutdesenvoluparunsistemadenavegacío robustambsentitde
l’orientació peraentornsno estructuratsusantinformacío visual.

Per tal d’assolir aquestobjectiu, hem centratels nostresesforços en dueslı́nies
d’investigacío: mètodesdenavegacío i construccío demapes,i arquitecturesdecontrol
pera robotsaut̀onoms.

Pel quefa als mètodesde navegacío i construccío de mapes,hemextèsel treball
presentatperPrescottper tal queespugui utilitzar ambinformacío fuzzy sobrela lo-
calitazcío delslandmarks.A partd’aquestaextensío, tamb́ehemdesenvolupatmètodes
pera calcularobjectiusalternatius,necessarisquanel robottrobael caḿı bloquejat.

Pel quefa a l’arquitecturade control, hemproposatunaarquitecturageneralque
utilitza un mecanismede ditesper a coordinarun grup de sistemesquecontrolenel
robot. Aquestmecanismepot ser usaten diferentsnivells de l’arquitectura. En el
nostrecasl’hem usatper a coordinarels tres sistemesdel robot (Navegacío, Pilot i
Visió), i tamb́eperacoordinarelsagentsquecomposenel sistemadeNavegacío. Usant
aquestmecanismede dites, l’acció que executael robot és la més ben valoradaen
cadainstant. D’aquestamanera,i si els agentsfan lesditesd’una maneraracional,la
dinàmicade lesditesportael robota executarlesaccionsnecess̀ariesper tal d’arribar
a l’objectiu indicat. L’avantatged’utilitzar aquestmecanisméesqueno cal imposar
unajerarquiaentreelssistemes,compassaen l’arquitecturadesubsumpcío, si no que
aquestajerarquiacanvia dinàmicament,depenentdela situacío enquèestrobael robot
i lescaracteŕıstiquesdel’entorn.

Hemobtingutresultatssatisfactoris,tantensimulacío comenexperimentacío amb
unrobotreal,queconfirmenqueel sistemadenavegacío éscapac¸ deconstruirunmapa
d’un entorndesconegut i utlitzar-lo per a moureel robot d’una posicío inicial a un
objectiudonat.L’experimentacío tamb́ehamostratqueel sistemadecoordinacío basat
en dites que hem dissenyat produeixel comportamentglobal d’executarles accions
necess̀ariesencadainstantpertal d’arribara l’objectiu.
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Chapter 1

Intr oduction

robot
Fromtranslationof 1920play“R.U.R.” (“Rossum’sUniversalRobots”),by Karel
Čapek(1890-1938),from Czechrobota“forced labor, drudgery”,from robotiti
“to work, drudge”, from Old ChurchSlavonic rabota “servitude”, from rabu
“slave”, from a Slavic stemrelatedto Germanarbeit “work”.

1.1 Overview and Moti vation

Sincethelate1960s,with thedevelopmentof SRI’s Shakey robot [54], artificial intel-
ligence(AI) andmobile roboticshave beenclosely related. A mobile robot mustbe
autonomous,dealwith uncertainty, plan anddecidewhat to do, reactto unpredicted
situations,that is, it hasto overcomereally hardproblemsif we want it to act in anin-
telligentandautonomousway. Thus,mobilerobotsposeoneof thebiggestchallenges
for AI.

Although impressive successeshave beenobtainedsinceShakey, it cannotstill be
saidthattheobjectiveof having truly autonomousrobotshasbeenachieved.Oneof the
fieldsin whichthereisstill muchto dois onmobileroboticsfor unknownenvironments.

Roboticsystemsfor navigating throughunknown environmentsarea focusof re-
searchin many applicationareasincluding,amongothers,spacecraft(roversfor Mars
and the Moon) andsearchandrescuerobotics. Thesesystemshave to performvery
differenttasks,from looking for rocks,picking themup andanalyzingthem,to assess-
ing damagesor looking for survivorsaftera naturaldisasteror accidenthashappened.
However, they all sharetwo key characteristics:first, they have to achieve their goals
autonomously, andsecond,they have to navigatein unknown environments.

The first key point in theseapplications,autonomy, arisesfrom the impossibility
of alwayshaving a humanoperatorcontrollingtheroboticsystem.Althoughthe ideal
situationwouldbeto haveanexpertoperatorcontrollingtherobot,thenecessarycondi-
tionscannotalwaysbemet.Theseconditionsareusuallyrelatedto thecommunication
betweentheoperatorandtherobot. In many situationsit is very difficult to guarantee
that thecommunicationlink will berobust, in termsof speedandavailability. A clear

1
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exampleis foundonplanetaryexplorationmissions.A majorproblemin suchmissions
is thedistancebetweentherobotandthecontrolstation(usuallylocatedon theEarth);
the time of sendinganorderto therobotandhaving it executedcanbein theorderof
minutes.In thecasea fastreactionwereneeded(changingthe trajectoryof therobot,
selectinga new scientifictarget that might be morerelevant to the mission,etc.), this
time would not be acceptableat all. Anotherdisadvantageof dependingon external
agents(beit a humanor any otherdevice — e.g. a GPSdevice for localisation)is that
therobotcangetblockedif any of theseagentsproviding basicinformationfor accom-
plishing the taskcrashes.This would leave the robotwith no meansto continuewith
its mission. Therefore,all the decisionsshouldbe taken on-board,without having to
exchangecommandsor informationwith any externalagent,or at least,make this ex-
changeminimal, suchassendingonly informationabouttaskinitialisation(e.g. target
selection,taskdescription,etc.).

The otherimportantpoint for suchapplicationsis navigation. The robot mustbe
ableto startin anunknown locationandnavigateto a desiredtarget.Navigationin un-
knownunstructuredenvironmentsisstill adifficult openproblemin thefield of robotics.
Thefirst difficulty of suchanenvironmentis thatthereis noapriori knowledgeaboutit,
andthereforeamapcanonly bebuilt while exploring. Secondly, unstructuredenviron-
mentsarecharacterized,precisely, by thelack of structureamongthedifferentobjects
of theworld. This is usuallythecasefor outdoorenvironments.On theotherhand,in
structuredenvironments,suchasoffices,buildings,etc. many suppositionsabouttheir
structurecanbe done. For instance,walls andcorridorsarestraight,they areusually
orthogonal,mostof the doorshave the samesize,etc. Thesecharacteristicsarevery
helpfulwhenbuilding amapof theenvironment,asits structurecanbeinferredwithout
the needof sensingthe whole environment. Contrarily, in unstructuredenvironments
suchsuppositionsdonothold,sotherobotcanonly rely ontheinformationit is ableto
gatherfrom its sensors.Thismakesthetaskof mapbuilding andnavigatingevenmore
difficult.

This researchwork is part of a larger roboticsproject. Anotherpartner(IRI1) in
theprojectis building a six leggedrobotwith on boardcamerasfor outdoorlandmark
recognition.Thegoalof theprojectis to have a completelyautonomousrobotcapable
of navigatingin outdoorunknown environments.A humanoperatorwill selecta target
usingthevisual informationreceivedfrom therobot’s camera,andtherobotwill have
to reachit without any interventionof theoperator. The robotcould alsohave an im-
ageor descriptionof the target, so the humaninterventionwould not even be needed
for selectingthe target. A first milestonefor achieving the final goalof the projectis
to develop a navigation systemfor indoor unknown unstructuredenvironmentsfor a
wheeledrobot. Moreover, the environmentsof this first stagearecomposedof easily
recognizablelandmarks,sincethevision systemfor outdoorsis not yetavailable.

We proposea robot architectureto accomplishthis first milestone.The approach
usedandthe resultsobtainedare the subjectof this thesis. The robot architectureis
composedof threesystems:the Pilot system,the Vision systemand the Navigation
system.Eachsystemcompetesfor thetwo availableresources:motioncontrol (direc-
tion of movement)andcameracontrol (directionof gaze).Thethreesystemshave the

1Institut deRob̀oticai InformàticaIndustrial,http://www.iri.csic.es
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following responsibilities.The Pilot is responsiblefor all motionsof the robot. It se-
lectsthesemotionsin orderto carry out commandsfrom the Navigation systemand,
independently, to avoid obstacles.TheVisionsystemis responsiblefor identifyingand
trackinglandmarks(including the target landmark).Finally, the Navigationsystemis
responsiblefor choosinghigher-leveldecisionsin orderto movetherobotto aspecified
target. This requiresrequestingtheVision systemto identify andtrack landmarks(in
orderto build a mapof theenvironment)andrequestingthePilot to move therobot in
variousdirectionsin orderto reachthegoalpositionor someintermediatetarget.

Fromthebrief descriptionof therobotarchitecturegivenabove,it canbeobserved
thatthethreesystemsmustcooperateandcompete. They mustcooperatebecausethey
needoneanotherin orderto achievetheoverall taskof reachingthetargetposition.But
at thesametime they arecompetingfor motionandcameracontrol.

The Navigation systemis implementedasa multiagentsystem,whereeachagent
is competentin a specifictask. Dependingon its responsibilitiesandthe information
received from otheragents,eachagentproposeswhich actionthe Navigation system
shouldtake. Again, we find that the agentsmustcooperate,sincean isolatedagentis
not capableof moving therobot to thetarget,but they alsocompete,becausedifferent
agentswantto performdifferentactions.

Theproblemof cooperationandcompetitionbetweendifferentagentsis verycom-
mon in robotics,andBehavior-basedRobotics[3] addressesexactly this issue. This
approachto roboticsystemsdealswith coordinating,or arbitrating,differentbehaviors
sendingrequestsfor actions,usuallyincompatiblewith eachother, to a robot.Therole
of thecoordinationis to selecta singleactioncommandthatwill besentto the robot.
Whenthis actionis a selectionof oneof the behaviors’ requests,we talk aboutcom-
petitivecoordination,whereasif theactionis a mix of severalbehaviors’ requests,we
talk aboutcooperativecoordination.In our architecture,eachagentplaystherole of a
behavior, andthereis anadditionalagentplayingtherole of coordinator.

For boththeoverall robotsystemandtheNavigationsystem,weproposetheuseof
a new competitive coordinationsystembasedon a biddingmechanism. In theoverall
robotsystem,theNavigationandthePilot systemsgeneratebidsfor theservicesoffered
by thePilot andVision systems.Theseservicesareto move therobot towarda given
direction,andto move thecameraandidentify the landmarksfoundon its view-field,
respectively. Theserviceactuallyexecutedby eachsystemdependson thewinningbid
ateachpoint in time. Similarly, in theNavigationsystem,eachagentbidsfor theaction
it wantstherobotto perform.Thesebidsaresentto aspecialagentthatgathersall bids
anddeterminesthewinning action. Theselectedactionis thensentastheNavigation
system’s bid for theservicesof theVisionandPilot systems.

The architecturejust describedabove is actuallyan instantiationof a generalco-
ordinationarchitecturewe have developed. In this architecturetherearetwo typesof
systems:executivesystemsanddeliberative systems. Executive systemshave access
to the sensorsandactuatorsof the robot. Thesesystemsoffer servicesfor using the
actuatorsto the restof the systems(eitherexecutive or deliberative) andalsoprovide
informationgatheredfrom the sensors.On the otherhand,deliberative systemstake
higher-level decisionsandrequiretheservicesofferedby theexecutive systemsin or-
derto carryout thetaskassignedto therobot.Althoughwedifferentiatebetweenthese
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two typesof systems,thearchitectureis not hierarchical,andcoordinationis madeat
a singlelevel involving all thesystems.This coordinationis basedon a simplemech-
anism:bidding. Deliberative systemsalwaysbid for theservicesofferedby executive
systems,sincethis is theonly way to have their decisionsexecuted.Executivesystems
thatonly offer servicesdo not bid. However, thoseexecutive systemsthat requireser-
vicesfrom any executive system(including themselves)mustalsobid for them. The
systemsbid accordingto the internalexpectedutility associatedto theprovisioningof
a service.A coordinatorreceivesthesebiddingsanddecideswhich serviceeachof the
executive systemshasto engageon. In the instantiationfor our navigation problem,
thereis a deliberative system,the Navigation system,oneexecutive systemthat bids,
thePilot system,andoneexecutivesystemthatonly offersservices,theVisionsystem.

To navigatein anunknown environment,therobotmustbuild a map. Existingap-
proachesassumethatanappropriatelydetailedandaccuratemetricmapcanbeobtained
throughsensingtheenvironment.However, mostof theseapproachesrely onodometry
sensors,which canbe very imprecise,dueto the wheelsor legs slipping, andleadto
many errorsthatgrow astherobotmoves.

Our approachconsidersusing only visual information. The advantageof using
visual informationis that it is independentof any pastactionthe robot mayhave per-
formed,which is not thecasefor odometry. Therobotmustbeequippedwith a robust
vision systemcapableof recognisinglandmarks,andusethemfor mappingandnavi-
gationtasks.The specificscenariothat we arestudyingassumesthat thereis a target
landmarkthat the robot is able to recognizevisually. The target is visible from the
robot’s initial location (so that the humanoperatorcan selectit), but it may subse-
quentlybe occludedby interveningobjects.The challengefor the robot is to acquire
enoughinformationabouttheenvironment(locationsof otherlandmarksandobstacles)
sothatit canmovealonga pathfrom thestartinglocationto thetarget.

But even vision-basednavigation approachesassumeunrealisticallyaccuratedis-
tanceanddirectioninformationbetweenthe robot andthe landmarks.We proposea
fuzzy setbasedapproachthat assumesonly very roughvision estimationof the dis-
tancesand,therefore,doesnot rely on any localisationdevice.

Themaingoalof our researchis to designa robustvision-basednavigationsystem
for unknown unstructuredenvironments. In particular, we want to provide the robot
with orientationsense,similar to thatfoundin humansor animals.Therationaleof the
orientationsenseis thattherobotdoesnotneedto know theexactroutefrom its starting
point to the target’s location,but it useslandmarksasreferencesto find its way to the
target. To make a parallelwith humans,whengiving directionsfor goingsomewhere
in our city, no onegivesexact distances,turning angles,etc., but givesapproximate
distances,andmore important,referencepoints(distinctive placessuchasbuildings,
squares,etc.) that helpusgettingto the destination.In our approach,this orientation
senseis realizedby the useof landmark-basednavigation, topological mappingand
qualitativecomputationof landmarklocations. We give a brief definition of eachof
thesethreeconcepts:

� Landmark-basednavigation: A landmarkis a visually salientobjectof theenvi-
ronmenttherobotis ableto identify. Othernavigationapproachesthatdonotuse
visionsystemsdefinea landmarkasasetof featurestherobotcandetectwith its
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sensors(usuallysonaror laserreadings).As therobotexplorestheenvironment,
it storesthedetectedlandmarkson a map.Whentherobotneedsto locateitself
on themap,it cando it by matchingthedetectedlandmarkswith thelandmarks
alreadystoredon themap.This approachavoidsrequiringodometryasthemain
informationsourcefor navigatingandbuilding maps.

� Topological mapping: thisapproachto mapbuilding hasacloserelationshipwith
landmark-basednavigation. A topologicalmapis usuallya graph,wherenodes
representlandmarksand arcsrepresentpathsor motion instructionsfor going
from onelandmarkto another. Theadvantageof this approachis thatthereis no
needfor building accurategeometricmaps.Storingthetopologicalrelationships
amongthelandmarksin theenvironmentis enough.

� Qualitativecomputation: we usethe term “qualitative” in the sensethat we do
not needto work with exact distanceor angle information; we can deal with
someimprecisionaboutit. More specifically, we dealwith it by meansof fuzzy
numbersandfuzzyarithmetic.Thus,whenwetalk aboutqualitatively computing
thelocationof a landmark,it meansthatwe aretakinginto accountthepossible
imprecisionaboutits location.

Our map representation,however, is slightly different from the onegiven above.
The mapis a labeledgraphwhosenodes,insteadof representingisolatedlandmarks,
representtriangularshapedregions delimited by groupsof threenon-collinearland-
marks,andwhosearcsrepresenttheadjacency betweenregions,that is, if two regions
sharetwo landmarks,the correspondingnodesareconnectedby an arc. The arcsof
the graphare labeledwith coststhat reflect the easinessof the pathbetweenthe two
correspondingregions.A blockedpathwouldhaveaninfinite cost,whereasaflat, hard
pavedpathwould have a costcloseto zero.Sincethemapis not given,but built while
the robot moves,thesecostscanonly be assignedafter the robot hasmoved(or tried
to move) alongthepathconnectingthetwo regions. Although theadjacency of nodes
in our graphalsorepresentsadjacency of topologicalplaces,thearcscontainonly cost
information,not instructionson how to get from oneplaceto another. But, actually,
this information is not missing,it is implicit in the adjacency of regions. Given that
two nodesareadjacentonly if their regionssharetwo landmarks,it is clearthat to go
from oneregion to anothertherobothasto crosstheedgeformedby thetwo common
landmarks,unlessthereis a longobstacleblockingthis path.

Although this topologicalmap would be sufficient for carrying out navigational
tasks,we also provide the robot with the capability of storing the spatial relation-
shipsamonglandmarks.To realizethis capability, we have extendedPrescott’s beta-
coefficientssystem[55]. Prescott’smodelstorestherelationshipsamongthelandmarks
in theenvironment.The locationof a landmarkis encodedbasedon therelative loca-
tions(headingsanddistances)of threeotherlandmarks.Thisrelationshipis uniqueand
invariantto viewpoint. Oncethisrelationshiphasbeenstored,thelocationof eachland-
markcanbecomputedfrom thelocationsof thethreelandmarksencodingit, nomatter
wheretherobot is located,aslong astherobotcancomputetheheadinganddistance
to eachof thethreelandmarks.As therobotexplorestheenvironment,it storesthere-
lationshipsamongthelandmarksit sees.Thiscreatesanetwork of relationshipsamong
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thelandmarksin theenvironment.If thisnetwork is sufficiently-richly connected,then
it providesa computationalmapof theenvironment.Giventheheadingsanddistances
to a subsetof currently-visiblelandmarks,thenetwork allows usto computethe loca-
tionsof all of theremaininglandmarks,evenif they arecurrentlynot visible from the
robot. Prescottassumedthat the robotcouldhave theexactdistancesandheadingsto
thelandmarks,but aswementionedpreviously, weneedto dealwith theimprecisionof
the realworld. To dealwith it, we have extendedthemodelusingfuzzy numbersand
fuzzy arithmetic. With this extension,if the target is ever lost during the navigation,
the robot will computeits locationwith respectto a setof previously seenlandmarks
whosespatialrelationwith thetargetis qualitatively computed,bothin termsof fuzzy
distanceanddirection.

We have implementedtheoverall architectureandtheNavigationsystemandfirst
testedit over a simulator. After obtainingpromisingresultson simulation,we have
implementedthealgorithmon a wheeledrobotandtestedit on realenvironments.

Although the tuning of our systemwas carriedout throughthe experimentation
with therealrobot,we alsoemployedsimulationto applymachinelearningtechniques
in order to improve the performanceof the system. In particular, we have applied
ReinforcementLearningandGeneticAlgorithms.We haveusedReinforcementLearn-
ing to have thesystemlearnto usethe cameraonly whenappropriate.Thecamerais
a very expensive resource,and it hasalsoa very high demand(the Pilot andseveral
agentscompetefor its control). Sincemanualtuningof theparameterscontrolling the
agents’behaviors is very difficult, andtheproblemwe aretrying to solve is a quanti-
tative trade-off, ReinforcementLearningis foundto bethemostappropriatetechnique
to use,asits maingoalis to maximizeexpectedreward.We haveobtainedgoodresults
that show the feasibility of applyingReinforcementLearningto improve our system.
Nonetheless,westill needfurtherexperimentationandtuningof thelearningalgorithm,
in orderto integratethelearnedpolicy into themultiagentsystem.In parallel,we have
useda GeneticAlgorithm to tunethedifferentparametersof theagents.Thetuningof
theseparameterscannotbedonemanually, neithercanit bedoneusingReinforcement
Learning.Therefore,we havechosento useageneticalgorithmapproach.

1.2 Contributions

Theobjective of the researchcarriedout during thecompletionof this PhDthesishas
beento accomplishthefirst milestoneof theabovementionedproject,thatis, develop-
ing a navigationsystemfor indoorunknown unstructuredenvironmentsfor a wheeled
robot. More precisely, we have focusedon the Navigation systemandon the overall
robot architecture.However, we have also had to implementsimpleversionsof the
Pilot andVisionsystemsin orderto realizeandtesttheNavigationsystem.

As it mayhave alreadybeennoticed,this work hastwo mainresearchthreads:the
control architectureandthemappingandnavigationmethod.

Regardingthecontrol architecture, wehaveproposedageneralcoordinationarchi-
tecturethatusesabiddingmechanismfor coordinatingagroupof systems(andagents)
that controla robot. This mechanismcanbeusedat differentlevelsof the controlar-
chitecture.In our case,we have usedit to coordinatetwo of the systemsof the robot
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(NavigationandPilot systems)andalsoto coordinatetheagentsthatcomposetheNav-
igation systemitself. Moreover, the multiagentview of the Navigation systemcould
alsobeappliedto othersystems,having a multiagentPilot or a multiagentVision sys-
tem. Using this bidding mechanism,the actionactuallybeingexecutedby the robot
is the mosturgentoneat eachpoint in time, andthus,if the agentsbid rationally, the
dynamicsof thebiddingswould leadthe robot to executethe necessaryactionsin or-
der to reacha giventarget. An advantageof usingsuchmechanismis that thereis no
needto createahierarchy, suchasin thesubsumptionarchitecture,but it is dynamically
changingdependingon thespecificsituationof therobotandthecharacteristicsof the
environment.A secondadvantageis that its modularview conformsanextensiblear-
chitecture.To extendthisarchitecturewith anew capabilitywewould justhaveto plug
in anew system(or agent).

Regardingthe mappingand navigation method, we have extendedthe work pre-
sentedby Prescott[55], sothatit canbeusedwith fuzzyinformationaboutthelocations
of landmarksin theenvironment.This is of greatimportancewhenworking with real
robots,as it is impossibleto avoid dealingwith the imprecisionof real world envi-
ronments.Togetherwith this extension,we have alsodevelopedmethodsthat permit
computingdivertingtargets,neededby therobotwhenthereis noclearpathto thegoal.

1.3 Publications

Thepublicationsrelatedwith this researchthathave beenpublishedasjournalarticles
or in conferenceproceedingsarethefollowing:

� C. Sierra,R. Lópezde MàntarasandD. Busquets. Multiagentbidding mecha-
nismsfor robotqualitativenavigation. Lecture Notesin ComputerScience(Pro-
ceedingsATAL’00), vol. 1986, pages198–212,Springer, Verlag,2001.

� D. Busquets,R. Lópezde MàntarasandC. Sierra. A robustMAS coordination
mechanismfor actionselection.Proceedingsof 2001AAAI SpringSymposium,
Stanford, CA.RobustAutonomySerie, pages38–40,2001.

� D. Busquets,R. Lópezde Màntaras,C. SierraandT.G. Dietterich. Reinforce-
mentLearningfor Landmark-basedRobotNavigation. Proceedingsof theFirst
InternationalJoint Conferenceon AutonomousAgentsand Multiagent Systems
(AAMAS2002), pages841–842.ACM press,2002.

� T.G.Dietterich,D. Busquets,R.LópezdeMàntarasandC.Sierra.Action Refine-
mentin ReinforcementLearningby ProbabilitySmoothing.Proceedingsof the
19thInternationalConferenceonMachineLearning(ICML’02), pages107–114,
2002.

� D. Busquets,T.G.Dietterich,R. LópezdeMàntarasandC. Sierra.A multi-agent
architectureintegratinglearningandfuzzy techniquesfor landmark-basedrobot
navigation. Topics in Artificial Intelligence. Lecture Notesin Artificial Intelli-
gence(Proceedingsof CCIA’02), vol. 2504, pages269–281,Springer, Verlag,
2002.
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� D. Busquets,C. SierraandR. Lópezde Màntaras.A multi-agentapproachto
fuzzy landmark-basednavigation. Journal of Multiple-Valued Logic and Soft
Computing, vol. 9, pages195–220,Old City Publishing,2003.

� D. Busquets,C. SierraandR. Lópezde Màntaras.A Multi-agentapproachto
qualitative landmark-basednavigation.AutonomousRobots, vol. 15,pages129–
153,Kluwer AcademicPublishers,2003.

1.4 Structure of the Thesis

This PhDthesisreportis organizedasfollows:

Chapter 1. Intr oduction

Thischaptergivesanoverview of thisPhDthesis,its motivations,objectivesand
its maincontributions. It alsogivesa list of thepublicationsoriginatedfrom the
researchcarriedout duringthecompletionof thethesis.

Chapter 2. Relatedwork and state-of-the-art

Thischapteris devotedto relevantrelatedwork andstate-of-the-artonthefield of
autonomousrobotsfor unknown unstructuredenvironments.The relevantwork
hasbeendividedin two parts,onefor eachmainthreadof researchof thethesis:
control architectures,andmappingandnavigationmethods.The relevantwork
concerningcontrolarchitecturesgivesanoverview of thedifferentapproacheson
autonomousrobotscontrol,focusingon thebehavior-basedapproach.Regarding
themappingmethods,we review andcomparethetwo mainapproachesfor map
building, themetriconeandthetopologicalone.A comparisonbetweentwo dif-
ferentlocalisationapproaches(landmark-basedlocalisationandmodelmatching)
is alsogiven.

Chapter 3. Mapping and Navigation

In thischapterwefirstly describePrescott’smodelfor storingspatialrelationships
amongthe landmarksof theenvironment.After that,we describehow we have
extendedthismodelfor dealingwith impreciseinformationaboutthelocationof
the landmarks.We alsopresentthealgorithmfor building a topologicalmapof
the environmentandhow it is usedto computediverting targets,neededby the
robotwhenit is blocked.

Chapter 4. The Robot Ar chitecture

In thischapterageneralcoordinationarchitecturebasedonabiddingmechanism
is presented.We alsopresenttheparticularinstantiationof thegeneralarchitec-
turethatwe haveusedto solve thenavigationproblem.A detaileddescriptionof
themultiagentNavigationsystemis alsogivenin this chapter.
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Chapter 5. Simulation Results

In this chaptertheresultsof thesimulatedexperimentsarepresented.Theseex-
perimentsincludethetestingof our architectureandtheapplicationof Machine
Learningtechniquesin orderto improvetheperformanceof thesystem.In partic-
ular, we presenttheapplicationof ReinforcementLearning,which we haveused
to makethesystemlearnhow to appropriatelyusethecamera,andanapplication
of GeneticAlgorithms,usedto tunesomeof theparametersof theagentsof the
Navigationsystem.

Chapter 6. RealExperiments

This chapteris devoted to presentthe resultsof the experimentson real envi-
ronmentswith a real robot. Firstly, the wheeledrobot platform and a simple
vision systemusedfor the real environmentsexperimentsaredescribed.Then,
we describethe differentscenariosin which the experimentshave beencarried
out. Finally, the resultsof the experimentationin suchscenariosaregiven and
discussed.

Chapter 7. Conclusionsand Futur eWork

In this chapter, we summarizethemaincontributionsof thethesis,andpoint out
someopenproblemsandfutureresearchperspectivesthatweplanto tacklein the
nearfuture.





Chapter 2

RelatedWork and
State-of-the-art

In this chapterwe review relevant relatedwork andthe state-of-the-arton the field of
autonomousrobotics.We have divided it in two sections,onefor eachmain threadof
our research:ControlArchitecturesandMappingandNavigation.

2.1 Control Ar chitectures

A mobilerobotworking in unknown environmentshasto beableto perceivetheworld,
reasonaboutit, andact consequentlyin orderto achieve its goals. The way in which
this processis doneis definedby therobot’scontrolarchitecture.Many approachesfor
controlarchitectureshavebeendeveloped,andtherealsoexist many definitionsof what
a controlarchitectureis:

“Robotic architecture is thedisciplinedevotedto thedesignof highly specificand
individual robotsfroma collectionof commonsoftware building blocks.” – Adaptation
of Stone’s [62] definitionof computerarchitecture.

“ [an architecture refers to] the abstract designof a classof agents: the set of
structural componentsin which perception,reasoning, and action occur; the specific
functionality and interfaceof each component,and the interconnectiontopology be-
tweencomponents.” – Hayes-Roth[30].

“An architecture providesa principled way of organizinga control system.How-
ever, in addition to providing structure, it imposesconstraints on the way the control
problemcanbesolved.” – Mataric[48].

“An architecture is a descriptionof howa systemis constructedfrombasiccompo-
nentsandhowthesecomponentsfit togetherto form thewhole.” – JamesAlbus,at the
1995AAAI SpringSymposium.

Themaindifferencebetweenthearchitecturesproposedin thepastyearsrelieson
whetherthey aremoredeliberativeor morereactive. Figure2.1depictsthespectrumof
controlarchitectures.

11
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Representation-dependent
Slower response
High-level intelligence
Variable latency

Representation-free
Real-time response
Low-level intelligence
Simple computation

Purely symbolic

SPEED OF RESPONSE

PREDICTIVE CAPABILITIES
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DEPENDENCE ON WORLD MODELS

DELIBERATIVE REACTIVE

Figure2.1: Controlarchitectures’spectrum

In this sectionwe giveanoverview (characteristics,advantagesanddisadvantages)
of thethreemainapproaches:purelydeliberative or hierarchical architectures, purely
reactiveor behavior-basedarchitectures, andhybridarchitectures, whichcombineboth
previousmethods.

2.1.1 Hierar chical Ar chitectures

Hierarchicalarchitectures,alsonameddeliberativecontrolarchitectures,wereusedfor
many yearssincethe first robotsbegan to be built. Examplesof sucharchitectures
androbotsareSRI’s Shakey [54], Stanford’sCART [50], NASA’s Nasremsystem[42]
and Isik’s ISAM [32], amongothers. Thesearchitecturesare basedon a top-down
philosophy, following a sense-plan-actmodel(seeFigure2.2). Thecontrolproblemis
decomposedinto a setof modules,sequentiallyorganized:first theperceptionmodule
gets the sensoryinformation, which is passedto the modelingmodule that updates
an internalmodelof the environment;after that, planningis doneusingthis internal
model,andfinally theexecutionmoduleimplementsthesolutionwith theappropriate
commandsfor theactuators.
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Figure2.2: Sense-plan-actmodel

This modelworks very well whenthe environmentin which the robot is working
can be tailored to the task to be performed(e.g. industrial robotsin factories,with
magneticbeacons,markedpaths,etc.). However, whenthe taskis to beperformedin
anunknown, unpredictable,noisyenvironment,they fail to succeed,astheplanningis
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Perception ResponseBehavior

Figure2.3: Singlebehavior diagram

usuallyout-of-dateby thetime it is beingexecuted.
Anotherdrawbackof sucharchitecturesis their lack of robustness.Sincetheinfor-

mationis processedsequentially, a failurein any of thecomponentscausesa complete
breakdown of thesystem.

2.1.2 Behavior-basedRobotics

Behavior-basedrobotics[3] appearedin the mid 1980sin responseto the traditional
hierarchicalapproach.Brooks[8] proposedto tightly coupleperceptionto action,and
thereby, provide a reactive behavior thatcoulddealwith any unpredictedsituationthe
robotmayencounter. Moreover, Brooksadvocatedfor avoiding keepingany modelof
the environmentin which the robot operates,arguing that “the world is its own best
model”. Behavior-basedroboticsis a bottom-upmethodology, inspiredby biological
studies,wherea collectionof behaviors actsin parallel to achieve independentgoals.
Eachof thesebehaviorsis asimplemodulethatreceivesinputsfrom therobot’ssensors,
andoutputsactuatorcommands(seeFigure2.3). The overall architectureconsistsof
several behaviors readingthe sensoryinformationandsendingactuatorcommandsto
a coordinatorthat combinesthemin orderto senda singlecommandto eachactuator
(seeFigure2.4).
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Figure2.4: Behavior-basedarchitecture

Themostrepresentativeof sucharchitecturesareBrooks’subsumptionarchitecture
[8], Maes’actionselection[43] andArkin’ smotorschemas[4]. Sincethen,many other
architectureshavebeenproposed.

Behavior-basedarchitecturesareclassifieddependingon how thecoordinationbe-
tweenbehaviors is done:

� Competitive: in thesearchitecturesthecoordinatorselectsanactioncomingfrom
oneof the behaviors and sendsit to the actuators,that is, it is a winner-take-
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all mechanism.Subsumptionarchitectureandactionselectionareexamplesof
competitivecoordination.

� Cooperative: in thesearchitecturesthecoordinatorcombinestheactionscoming
from severalbehaviors to producea new onethat is sentto theactuators.Motor
schemasis anexampleof cooperativecoordination.

In this sectionwe give a brief overview of the threemostknown behavior-based
architecturesandpointout someothersrelevantto our work.

Subsumptionarchitecture

The Subsumptionarchitecture,designedby Rodney Brooks [8], was the first of the
Behavior-basedarchitectures.In thisarchitectureeachbehavior is representedasasep-
aratelayer, having direct accessto sensoryinformation. Eachlayer hasan individual
goal, andthey all work concurrentlyandasynchronously. A layer is constructedof a
setof AugmentedFinite StateMachines(AFSM), connectedby wires throughwhich
signalscanbe passedfrom oneAFSM to another. Theselayersareorganizedhierar-
chically, andhigherlevelsareallowed to subsume,hencethename,lower ones.This
subsumptioncantake form of inhibition or suppression.Inhibition eliminatesthesig-
nal coming out from an AFSM of the lower level, leaving it inactive. Suppression
substitutesthe signal of the AFSM by the signal given by the higher level. Higher
level AFSMs canalsosendresetsignalsto lower ones. Thesemechanismsprovide a
competitive,priority-basedcoordination.

Thehierarchicalorganizationpermitsanincrementaldesignof thesystem,ashigher
layersareaddedontopof analreadyworkingcontrolsystem,with noneedof modifying
thelower levels.An exampleof suchbehavior layeringis depictedin Figure2.5.
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Figure2.5: Exampleof a controlsystemusingthesubsumptionarchitecture.Eachbox
is an AFSM, andsignalsarepassedthroughthe arrows connectingthe AFSMs. An
encircledS is a suppressionpoint,andanemptycircle is a resetpoint

The main strengthsof this architectureare its incrementaldesignmethodology,
which makesit easyandintuitive to build a system,its hardwareretargetability (each
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of thelayerscanbeimplementeddirectlyon logic circuitry), andthesupportfor paral-
lelism,sinceeachlayercanrun independentlyandasynchronously.

However, this theoreticindependenceis not absolute,sincehigherlayerscansup-
press,inhibit andalsoreadthe signalsof lower layers. Moreover, theseconnections
betweenlayersarehard-wired,so they cannotbe changedduringexecution,thus,not
allowing on-the-flyadaptabilityof the systemto changesin the environment. Onefi-
nal aspectagainstthis architectureis that it forcesthedesignerto prioritize behaviors,
therefore,thecaseof behaviors with equalpriority cannotberepresentedwith thesub-
sumptionarchitecture.

Action selection

Action selectionis an architecturalapproachdevelopedby Pattie Maes[43] that uses
a dynamicmechanismfor behavior (or action) selection. This dynamicmechanism
solves the problemof the predefinedpriorities usedin the subsumptionarchitecture.
Eachbehavior hasanassociatedactivationlevel, which canbeaffectedby thecurrent
situationof the robot (gatheredfrom thesensors),its goals,andthe influenceof other
behaviors. Eachbehavior alsohassomepreconditionsthathaveto bemetin orderto be
active. Fromall theactivebehaviors, theonewith thehighestactivationlevel is chosen
for actualexecution.

This coordinationmechanismresemblesvery muchour bidding approach.In our
architecture,eachsystem(or agentwithin the Navigation system)bids accordingto
theurgency for having theactionexecuted,which is equivalentto theactivation level.
However, ourbiddingagentshavenopreconditionsto bemetin orderto becomeactive,
and they arealways readyto bid. Another importantdifferenceis that behaviors in
actionselectioncan influencethe activation level of otherbehaviors, whereasin our
approachtheagentsaretotally independent,sinceanagentcannotinfluencethebidsof
anotheragent.

Motor schemas

TheMotor schemasapproachwasproposedby RonaldArkin [4], andit is a morebio-
logically basedapproachto controlarchitecturesthantheprevioustwo. As in theprevi-
ousapproaches,eachbehavior receivessensoryinformationasinputsandgeneratesan
actionasoutput.Thisoutputis alwaysavectorthatdefineshow shouldtherobotmove,
andcanhave asmany dimensionsasneeded(e.g. two dimensionsfor ground-based
navigation,threefor flying or underwaternavigation,etc.).Eachbehavior usesthepo-
tentialfield approach(developedby Khatib [34] andKrogh [37]) to produceits output
vector. However, insteadof computingthe entirepotentialfield, only the responseat
thecurrentlocationof therobot is computed,allowing a simpleandfastcomputation.
Contrarily to the previous two approaches,motor schemasusesa cooperative coordi-
nationmechanism.Theway the differentbehaviors arecoordinatedis throughvector
summation.Eachbehavior contributesto theglobalreactiondependingonagainfactor
( G

i

). Eachoutputvector( R

i

) is multiplied by its behavior gainfactorandsummedup
with therestto producea singleoutputvectorthatwill besentto therobot’s actuators
(seeFigure2.6). Thesegain factorsarevery usefulfor adaptabilitypurposes,asthey
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canbedynamicallychangedduringexecution,thus,astheactionselectionarchitecture,
alsoovercomingtherestrictingsubsumptionarchitecture’spriority scheme.
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Figure2.6: Motor-schemasarchitecture

However, cooperativemechanismshavesomeproblems.A first problemis thatthey
canreachlocal minimain thepotentialfield. Imaginethesituationin which therobot
hasanobstaclein front of it, andthe taskto be performedis to reacha target located
right behindthe obstacle.In this situation,the behavior for avoiding obstacleswould
computea repulsive vectorcomingfrom the obstacle,while the go-to-targetbehavior
would computea vectorgoing to the target, which would alsopoint to the obstacle.
Thus, in a particularlocation, the sumof both vectorswould be null, and the robot
would not move anymorefrom that location. This problemis easilysolvedby adding
a noiseschema,that alwaysproducesa small randomvector in order to avoid these
blocking situationsfrom happening.Anotherproblemof cooperative mechanismsis
thattheactionactuallyexecutedis onethatnobehavior hasgenerated.Again,imaginea
robotwith anobstacleahead,andimaginethattwo differentbehaviorsgenerateoutputs
for avoiding that obstacle,one trying to avoid it throughthe right and the otherone
trying to avoid it throughthe left. The sum of the vector would be a vector going
straightaheadto theobstacle,whichobviouslywould not bethebestthing to do.

Other behavior-basedsystems

Rosenblatt[56], in CMU’s Distributed Architecturefor Mobile Navigation project
(DAMN), proposedanarchitecturethat is similar to our approach.In this architecture,
a setof modules(behaviors) cooperateto control a robot’s pathby voting for various
possibleactions(steeringangleandspeed),andanarbiterdecideswhich is theaction
to beperformed.Theactionwith morevotesis theoneactuallyexecuted.However, the
setof actionsis pre-defined,while in our systemeachagentcanbid for any actionit
wantsto perform.Moreover, in theexperimentscarriedout with this system(DAMN),
the navigation systemuseda grid-basedmap anddid not useat all landmarkbased
navigation.

Saffioti et al [58, 57] developedthe Saphiraarchitecture,which usesfuzzy logic
to implementthe behaviors. Eachbehavior consistsof several fuzzy rules that have
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fuzzy variablesasantecedents(extractedfrom sensoryandworld modelinformation),
andgenerateasoutputa control set (i.e. fuzzy control variable). This control set is
computedfrom the valuesof the fuzzy variables,and it representsthe desirabilityof
executingthecontrolaction,beingsimilar to theactivationlevel of theactionselection
architecture.Eachbehavior alsohasa fixedpriority factorwhich is usedfor coordinat-
ing all the behaviors. This coordinationis very similar to the cooperative mechanism
usedin Motor schemas.However, insteadof combiningvectors,it combinescontrol
setsandthendefuzzifiestheresultingsetin orderto getasinglecontrolvalue.

Humphrys[31] presentsseveralactionselectionmechanismsthatusea similar co-
ordinationmechanismto ours. Eachagentsuggeststhe action it wantsthe robot to
performwith a givenstrengthor weight(equivalentto our bid), andtheactionwith the
highestweight is theoneexecuted.Theseweightsarecomputed(andlearnedthrough
ReinforcementLearning)usingtheone-steprewardof executinganaction,whicheach
agentis ableto predictfor theactionsit suggests.This is animportantdifferencewith
ourproblem,sincewecannotassignaone-steprewardto anaction;theonly rewardthe
robotmayreceiveis whentherobotreachesthetarget,andit is verydifficult to split this
rewardinto smallerrewardsfor eachactiontakenduringthenavigationto thetarget.

2.1.3 Hybrid Ar chitectures

Althoughit hasbeenwidely demonstratedthatbehavior-basedarchitectureseffectively
producea robustperformancein dynamicandcomplex environments,they arenot al-
ways the bestchoicefor sometasks. Sometimesthe task to be performedneedsthe
robot to make somedeliberationandkeepa modelof theenvironment.But behavior-
basedarchitecturesdoavoid thisdeliberationandmodeling.However, aswehavemen-
tionedat thebeginningof this section,purelydeliberativearchitecturesarealsonot the
bestchoicefor tasksin complex environments.Thus,acompromisebetweenthesetwo
completelyoppositeviewsmustbereached.This is whathybrid architecturesachieve.

In thesehybrid architecturesthereis a part of deliberation,in order to model the
world, reasonaboutit andcreateplans,anda reactive part, responsibleof executing
the plansand quickly reactingto any unpredictedsituationthat may arise. Usually
thesearchitecturesarestructuredin threelayers(seeFigure2.7): (1) the deliberative
layer, responsibleof doinghigh-level planningfor achieving thegoals,(2) thecontrol
executionlayer, which decomposetheplangivenby thedeliberative layer into smaller
subtasks(thesesubtasksimply activating/deactivatingbehaviors, or changingpriority
factors),and(3) thereactivelayer, whichis in chargeof executingthesubtaskssetby the
controlexecutionlayerandcanbe implementedwith any behavior-basedarchitecture.
Examplesof suchhybrid architectures,amongothers,areArkin’ s AuRA [2] andGat’s
Atlantis system[29] for JPL’s rovers.

Anotherhybridarchitecture,althoughnot following thethree-layerstructure,is that
of Liscanoet al [25]. In their architecture,they useanactivity-basedblackboardcon-
sisting of two hierarchicallayersfor strategic and reactive reasoning.A blackboard
databasekeepstrackof thestateof theworld anda setof activities to performthenav-
igation.Arbitration betweencompetingactivities is accomplishedby a setof rulesthat
decidewhichactivity takescontrolof therobotandresolvesconflicts.
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Figure2.7: Threelayershybridarchitecture

Althoughour approachis presentedasa behavior-basedsystem,it is not a purely
reactive system,sincethereis somemodeling(one of the agentsof the Navigation
systemis in charge of building a mapof the environmentandcomputingroutes)and
deliberation(theagentsreasonabouttheworld andcommunicatewith eachother).So
if wehadto classifyit on thespectrumof controlarchitectures,wewouldplaceit in the
hybridgroup,having thereactiveanddeliberativepartsmixedin onesinglelayer.

2.1.4 Bidding Mechanisms

Regardingtheuseof biddingmechanisms,wehavefoundveryfew systemsmakinguse
of it. At CMU, theFIREproject[19] usesa market-orientedapproachto modeltheco-
operationof a teamof robots.In thisapproach,insteadof usingthebiddingmechanism
to coordinatetheagentsof asinglerobot,biddingis usedto coordinateateamof robots
thathave to accomplishseveral tasks.The rationaleis thatwith this mechanism,each
taskis performedby the bestsuitedrobot for the task,thusachieving a betterglobal
performance.

SunandSessions[63] havealsoproposedanapproachfor developingamulti-agent
reinforcementlearningsystemthatusesa biddingmechanismto learncomplex tasks.
Thebiddingis usedto decidewhich agentgetsthecontrolof thelearningprocess.The
agentsbid accordingto theexpectedreward thatwould receive if they weregiventhe
control. Thus,althoughthey arecompetingfor thecontrol, they alsocooperate,since
they seekto maximizetheoverall systemreward.

2.2 Mapping and Navigation

The mappingproblemis regardedasoneof the most importantproblemsin the field
of autonomousrobotics,andit datesbackto SRI’s famousShakey robot[54]. A robot
operatingautonomouslyneedsto answerthe threebasicquestionsaboutmappingand
navigation,aspositedby Levitt andLawton [39]:
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� WhereamI?

� How do I getto otherplacesfrom here?

� Whereareotherplacesrelative to me?

This would be easyif an a priori mapwereavailable,but we aredealingwith the
scenarioof unknown environments.That is, the robot hasno knowledgeat all about
what the environmentlooks like, wherethe landmarks,the obstacles,etc are. To be
ableto answerthesequestionsand,thereby, beableto performits task,therobotmust
acquireamodelof theenvironmentin whichit hasto navigatethrough.Recentresearch
onmodelingunknownenvironmentsis basedontwo mainapproaches:occupancygrid-
based(or metric),andtopological maps.

Anotherdistinctive andvery importantfeatureof mappingapproachesis localiza-
tion. The localizationproblemcanbe split in two very differentparticularproblems:
local localizationandglobal localization. Local localization,alsoknown asposition
tracking,aimsatcompensatingodometricerrorsoccurringduringrobotnavigation.On
theotherhand,globallocalizationis concernedwith theproblemof findingoutwherea
robotis relativeto amapof thewholeenvironment.In this thesiswetackletheproblem
of global localization. Therearetwo mainapproachesfor solving it: modelmatching
andlandmarkbasedlocalization.

In therestof this sectionwe will go throughall theseapproaches,startingwith the
global localizationapproaches,andthenthegrid-basedandtopologicalmappingones.

2.2.1 Localization

As justmentioned,globallocalizationis theproblemof findingoutwherearobotis rel-
ative to a map(i.e. align therobot’s local coordinatesystemwith theglobalcoordinate
systemof the map). This problemis asimportantasbeingableto build a goodmap
of theenvironment.No matterhow goodthemapis, it will beof no useif we arenot
ableto localizetheroboton it. Conversely, evenif we know how to localizetherobot
with high precision,thatwill beuselessif thereis no goodmapavailableon whereto
localizeit. Moreover, theaccuracy of ametricmapdependshighly on thealignmentof
the robotwith its map. If we arenot ableto localizethe robot, the resultingmapsare
too erroneousto be of practicaluse. As seen,thesetwo problemsarecloselyrelated,
andmostof themappingapproachestry to addressbothproblemsat thesametime, in
whatis known assimultaneouslocalizationandmapping(SLAM).

Model matching localization

Thesealgorithmsextractgeometricfeaturesfrom thesensorreadingsandtry to match
them with a map of the environment, in order to correctpossibleodometricerrors.
This approachis closelyrelatedto grid-basedmapping(describedbelow), sincethese
geometricfeaturesaretheinformationpiecesthatgrid-basedmappingapproachesstore
on themap.

Thepositionof therobot is incrementallycomputedusingodometryandinforma-
tion from sensors,by matchingthis informationwith themapalreadybuilt. Thesensor
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informationusedfor matchingcanbesinglesonarscans,which arematchedwith the
obstaclesonthemap,suchin MoravecandElfe’sapproach[23, 52]. Otherapproaches,
suchasChatilaandLaumond’s[18] extractgeometricfeatures(line segmentsandpoly-
hedralobjects)from the sensorreadingsandmatchthem to a geometricmapof the
environment.

One problemwith this approachis that it requiresaccurateodometryto disam-
biguateamongpositionsthat look similar. Probabilisticapproaches(Smithet al [61],
Fox et al [27], CastellanosandTardós [16]) try to solve this ambiguityproblem,and
they arethemostfrequentlyusedin thefield of robotmapping.Thebasicideaof these
algorithmsis to employ probabilisticmodelsof therobotandtheenvironmentto cope
with theuncertaintyof robotmotionandsensorreading.In orderto localizetherobot,
they useconsecutivesensorreadingsto estimatea distribution over thespaceof all lo-
cationsin the environment. The morereadingsthe robot gets,the morepreciselyits
locationcanbecomputed.

In our casewe do not have to dealwith this ambiguity, sincewe have developed
a Vision systemrobust enoughto correctly identify the landmarks.Thus,thereis no
uncertaintyabout the presenceof a landmark. However, there is someimprecision
aboutits location,whichwe dealwith usingfuzzy techniques.

Themodelmatchingapproach,however, is computationallyvery expensive, since
theprocessof matchingthecurrentsensorreadingswith themaprequiresmany com-
putations.

Landmark-based localization

In theseapproacheslandmarksareusedasreferencesto computethe locationof the
robot. Landmarkscanrangefrom a setof sensorreadingsto artificial landmarkssuch
asbeaconsor bar-codesor naturallandmarksdetectedby vision systems.Becauseof
its computationalsimplicity and also its closerelationshipwith humannavigational
abilities, this approachis the mostwidely used,andit hasbeenusedwith both grid-
basedandtopologicalapproaches.

This approachalsosuffers from the problemof ambiguityamonglandmarksthat
look similar. Again, the probabilisticapproachcanhelp solving this problem. Thrun
[65] andDissanayake et al [21], amongothers,usethis approachtogetherwith grid-
basedmaps,andSimmonsandKoenig[60] andKaelblingetal [33] combineit with the
topologicalapproach.

2.2.2 Map Representation

In orderto navigatethroughtheenvironment,therobotmustcreateamodelof it. There
aretwo approachesto modeltheenvironment,themetricor grid-basedapproach,and
the topologicalapproach.Dependingon the typeof environmentoneor the otherap-
proachis mostappropriate.Table2.1summarizestheadvantagesanddisadvantagesof
thesetwo approaches.
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Table2.1: Advantagesanddisadvantagesof grid-basedandtopologicalmappingap-
proaches

Grid-basedmapping

This approachwasoriginally proposedby Elfes [23] andMoravec [51]. Cells in an
occupancy grid containinformation aboutthe presenceor not of an obstacle. Each
of thesecells is updatedusingsensorreadings,andits valuerepresentsthe degreeof
belief in thepresenceof anobstacle.Thevastnumberof grid-basedalgorithmsdiffer
on theway in whichsensorreadingsaretranslatedinto occupancy levels.Amongother
techniques,probability theory [51, 66, 67] and fuzzy set theory [41, 40] have been
used. This mappingapproachcan be usedin conjunctionwith the two localization
approaches,ashasbeenjust describedabove.

In this approach,navigation is performedusing pathplanningalgorithms,which
computepreciseroutesthroughthe environmentin orderto reacha goalavoiding the
obstacles.

Althoughthis approachis widely usedandachievesvery goodresults,it is mainly
focusedfor indoorstructuredenvironments.Thesizeof suchenvironmentspermitsthe
robotto maintainagrid with ahighenoughresolution(i.e. smallcells). In largeoutdoor
environments,however, this techniquecannotbeapplied,asthecomputationalcostof
thegrid would betoo high.

Moreover, in mostof thealgorithmsfollowing thisapproach,therobothasatraining
periodin which it navigatesthroughtheenvironmentwith theonly purposeof building
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a map.After this trainingperiod,therobotis ableto performits taskandlocalizeitself
usingthealreadybuilt map. In our scenario,however, thereis no suchtrainingperiod,
astherobotdoesnothavetheopportunityto inspecttheenvironmentbeforeattempting
to reachthetarget,but hasto reachit while exploringtheenvironmentfor thefirst time.

Topologicalmapping

In comparisonto grid-basedrepresentations,topologicalrepresentations(suchasthose
proposedby Chatila[17], KuipersandByun [38], Mataríc [47] andKortenkamp[36],
amongothers)arecomputationallycheaper. They usegraphsto representtheenviron-
ment.Eachnodecorrespondsto anenvironmentfeatureor landmarkandarcsrepresent
pathsor motion instructionsbetweenthem. Someapproaches(Kuipers[38], Korten-
campandWeymouth[35]) alsodefinethenodesas“places”,wherea“place” is defined
asa locationwherea setof featuresor landmarksfulfill a given property(e.g. sonar
readingsmatching,landmarkvisibility, etc.).

With this graph,the problemof navigation is reducedto the problemof finding a
route from onenodeto another– the target one. This canbe easily computedwith
many graphsearchalgorithms(Dijkstra’s shortestpath,A*, dynamicprogramming).
However, this simplicity of computingrouteshasthe disadvantagethat the routesare
not always the optimal ones,sincethereis not an accurategeometricdescriptionof
the environment,andpathplanningalgorithmsfor metric worlds cannotbe applied.
Moreover, in topologicalgraphsthereis no explicit representationof theobstacles,as
in a metricmap.Therefore,whenmoving from onenodeto another, thereis no wayof
planninganoptimalpath,sincetheremaybesomeobstacleson theway.

The advantageof topologicalapproachesis that they do not rely on odometryin
orderto build themapnor localizethe roboton it. Theonly point in which odometry
is sometimesusedis to label the arcsbetweennodes.As alreadymentioned,the arcs
containinformationabouthow to get from onenodeto another. This informationcan
be, dependingon the approach,metric information(headinganddistanceto the next
node). If this werethe case,the odometryerror would influencethe precisionof this
information. However, sinceneighboringnodesarecloseto eachother, this error is
boundedanddoesnotaccumulateastherobotnavigatesthroughtheenvironment.

Thedrawbackof not usingmetric informationis that topologicalapproacheshave
difficultiesin determiningif two placesthatlook similar arethesameplace,sincethey
computethepositionof therobotrelativeto theknown landmarks.Thisproblemcanbe
tackledif a robustenoughlandmarkrecognitionsystemis in place. Landmarkrecog-
nition is a very active field of researchin vision andvery promisingresultsarebeing
obtained[46]. In this work we assumethatthevisionsystemcanrecognizelandmarks.
However, in theabsenceof a robustrecognitionsystem,aprobabilisticapproach,simi-
lar to theonedescribedfor metricmaps,couldbeapplied.

Topologicalapproachescanalsobe combinedwith grid-basedapproaches.Thrun
[66] combinesbothrepresentationsin his work on learningmapsfor navigationin in-
door structuredenvironments.The grid-basedmapis partitionedin coherentregions
to generatea topologicalmapon top of thegrid. By combiningbothmethods,his ap-
proachgainsthe advantagesof bothmethods,resultingin an accurate,consistentand
efficientmappingapproach.This is indeedagoodideafor indoorenvironmentsbut for
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large-scaleoutdoorenvironmentsmaynot be worth thecomputationaleffort of main-
tainingagrid representationundera topologicalone.

In our work we usetheapproachwherenodesrepresentregionsdefinedby groups
of threelandmarksandthatareconnectedby arcsif theregionsareadjacent,that is, if
they have two landmarksin common.Thearcs,insteadof containingmotioninforma-
tion, representthecostof goingfrom oneregionto another. Thisgraphis incrementally
built while therobotis moving within theenvironment.This incrementalmapbuilding
approachis basedonpreviouswork by Prescott[55] thatproposedanetwork modelthat
usedbarycentriccoordinates,alsocalledbeta-coefficientsby Zipser[68], to compute
thespatialrelationsbetweenlandmarksfor robotnavigation. By matchinga perceived
landmarkwith the network, the robotcanfind its way to a targetprovided it is repre-
sentedin thenetwork. Prescott’s approachis quantitativewhereasour approachusesa
fuzzyextensionof thebeta-coefficientcodingsystemin orderto work with fuzzyqual-
itative informationaboutdistancesanddirections. Anotherdifferencewith Prescott’s
approachis that his topologicalgraphcontainsonly adjacency information, thus,not
maintainingany informationaboutcosts,asin ours. This costinformationis very im-
portantwhenplanningroutesfrom oneregion to another, sinceit is the only way to
know whethera pathis blockedor free. Onefinal point to mentionis thatin Prescott’s
experiments,carriedout only on simulation,the robot wasallowed a training period,
while thisperiodis not presentin ourapproach.

Levitt andLawton[39] alsoproposedaqualitativeapproachto thenavigationprob-
lem. In this approach,landmarkpairsdivide theenvironmentinto two regions,onefor
eachsideof theline connectingthetwo landmarks.Thecombinationof all suchlinear
divisionsgeneratesa topologicaldivision of theenvironment,on which navigationcan
be performed. Navigation consistsof crossinga seriesof landmarkpairs in order to
reachtheregion containingthetargetlandmark.Our navigationmethodusesthesame
idea for computingandnavigating to diverting targets. The differencebetweenthis
approachandoursis that we usethreelandmarksfor creatingthe region subdivision,
insteadof only two. This givesasresulta betterandmorecompactdivision of theen-
vironment.Moreover, this third landmarkpermitsthe robot to computea relationship
amongthelandmarksthatis uniqueandinvariantto viewpoint.

Anotherqualitativemethodfor robotnavigationwasproposedby EscrigandToledo
[24], using constraintlogic. However, they assumethat the robot hassomea priori
knowledgeof thespatialrelationshipof thelandmarks,whereasoursystembuilds these
relationshipswhile exploring theenvironment.

Oneof thedrawbacksof mostof themappingapproachesis that they arethought
for staticenvironments.That is, landmarksarenot supposedto changetheir location
while therobotis exploring theenvironment.Thus,researchonvisionsystemscapable
of extracting robust (distinguishable,invariant to viewpoint and illumination, static)
landmarksis very important. However, somemappingapproachesarealreadyableto
copewith dynamicenvironments.In [1] landmarkshave anexistencestate(usingthe
principlesof neuralnetworks). This mechanismpermitstheremoval of landmarksfor
which their existenceis not certainenough. We have useda similar ideato devise a
VisualMemory(seechapter4), ashorttermmemoryof detectedlandmarks.





Chapter 3

Mapping and Navigation

As alreadymentioned,the taskthe robothasto performis to navigatethroughan un-
known unstructuredenvironmentand reacha target landmarkspecifiedby a human
operator. This task is not easyto solve, sinceit hasto be carriedout in a complex
environment,andthe target canbe occludedby otherobjects.Purelyreactive robotic
systemswould have problemstrying to accomplishthis task,sincethey do not build
any modelof the environment. If the targetwerelost, it would be difficult to recover
its visibility andcontinuethenavigationtowardsit. For this reason,wethoughtthatthe
robotshouldbuild a mapof theenvironmentin orderto navigatethroughit. Theinfor-
mationstoredin themapmustpermit therobotto computeits location,thelocationof
thetarget,andhow to get to this target. Althoughtheobjectiveof this PhDthesisis to
developa navigationsystemfor indoorenvironments,we have useda maprepresenta-
tion that alsoworks outdoors,sincethis is the next milestoneof the project in which
we areinvolved. Thus,insteadof usinga grid-basedapproach,the mostwidely used
approachfor indoor environments,we have useda topologicalone,mostappropriate
alsofor outdoors.

Our approachis basedon the model proposedby Prescottin [55]. The princi-
plesunderlyingthis modelareinspiredby studiesof animalandhumannavigationand
wayfindingbehavior. Thismodel,calledbeta-coefficientsystem, doesnotonlydealwith
how to representtheenvironmentasa map,but alsoaddsa mechanismfor computing
the locationof landmarkswhenthey arenot visible, basedon therelative positionsof
thelandmarks.Thismechanismis whatwehaveusedto providetherobotwith orienta-
tion sense,sinceit capturestherelationshipamongdifferentplacesof theenvironment.
Therobotmakesuseof thisorientationsenseto computethelocationof thetargetwhen
it is occludedby otherobjectsor obstacles.

In this chapterwe firstly describehow Prescott’s modelworks whenthe robot is
ableto haveexactinformationaboutits environment,andthenweexplainhow wehave
extendedit to work with impreciseinformation. We also describethe methodused
for dividing the environmentinto appropriatetopologicalregions,andfinally how the
topologicalmapis usedto navigatethroughtheenvironment.

25
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3.1 Beta-coefficientSystem

The ideabehindPrescott’s model is to encodethe locationof a landmark(which we
referto astarget– not to confusewith thetargetor goalof theNavigationsystem)with
respectto the locationof threeother landmarks.Having seenthreelandmarksanda
target from a viewpoint (e.g.,landmarksA , B and C andtarget T from viewpoint V ,
in Figure3.1),thesystemis ableto computethetarget’spositionwhenseeingagainthe
threelandmarks,but not thetarget,from anotherviewpoint (e.g., V

0 ). A vector, called
the � -vectorof landmarksA, B, C andT, is computedas

� = X

� 1

X

T

(3.1)

whereX = [ X

A

X

B

X

C

] and X

i

= ( x

i

; y

i

; 1)

T , arethehomogeneousCartesiancoor-
dinatesof object i , i 2 f A; B ; C ; T g , from viewpoint V . This relationis uniqueand
invariant for any viewpoint if landmarksaredistinct andnon collinear. The target’s
locationfrom viewpoint V

0 is computedas

X

0

T

= X

0

� ; (3.2)

whereX

0

= [ X

0

A

X

0

B

X

0

C

] .
It shouldbe notedthat, althoughPrescott’s systemworks with Cartesiancoordi-

nates,onceall thecomputationshave beendone,theresultingtarget’s locationis con-
vertedto polarcoordinates,since,aswill beseenin next chapters,this is thecoordinate
systemthatusestheNavigationsystem.

This methodcanbeimplementedwith a two-layerednetwork. Eachlayercontains
a collectionof units, which canbe connectedto units of the other layer. The lowest
layerunitsareobject-units, andthey representthelandmarkstherobothasseen.Each
timetherobotrecognizesanew landmark,anew object-unitis created.Theunitsof the
highestlayerarebeta-unitsandthereis onefor each� -vectorcomputed.

Whentherobothasfour landmarksin its viewframe,it selectsoneof themto bethe
target,anew beta-unitis created,andthe � -vectorfor thelandmarksis calculated.This
beta-unitwill beconnectedto the threeobject-unitsassociatedwith the landmarks(as
incomingconnections)andto the object-unitassociatedwith the target landmark(as
an outgoingconnection).Thus,a beta-unitwill alwayshave four connections,while
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anobject-unitwill haveasmany connectionsasthenumberof beta-unitsit participates
in. An exampleof thenetwork canbeseenin Figure3.2b. In this figure therearesix
object-unitsandthreebeta-units.The notationABC/D is understoodasthe beta-unit
thatcomputesthelocationof landmarkD whenthelocationsof landmarksA, B andC
areknown.

This network hasa propagationsystemthat permitsthe robot to computethe lo-
cationof non-visiblelandmarks.It works asfollows: whenthe robotseesa groupof
landmarks,it activates(setsthevalue)of theassociatedobject-unitswith theegocentric
locationsof theselandmarks.Whenan object-unitis activated,it propagatesits loca-
tion to thebeta-unitsconnectedto it. On theotherhand,whena beta-unitreceivesthe
locationof its threeincomingobject-units,it getsactive andcomputesthe locationof
thetargetit encodesusingits � -vector, andpropagatestheresultto theobject-unitrep-
resentingthe target. Thus,anactivationof a beta-unitwill activateanobject-unitthat
canactivateanotherbeta-unit,andsoon. For example,in thenetwork of Figure3.2b,
if landmarksA, B andC arevisible, their object-unitswill be activatedandthis will
activatethebeta-unitABC/D, computingthelocationof D, whichwill activateBCD/E,
activatingE, andcausingBDE/Falsoto beactivated.In thiscase,knowing thelocation
of only threelandmarks(A, B andC), thenetwork hascomputedthe locationof three
morelandmarksthatwerenot visible (D, E andF). Thispropagationsystemmakesthe
network computeall possiblelandmarks’locations.Obviously, if a beta-unitneedsthe
locationof a landmarkthat is neitherin the currentview nor activatedthroughother
beta-units,it will not getactive.

This propagationsystemaddsrobustnessto the computationof non-visibleland-
marks,sincealandmarkcanbethetargetof severalbeta-unitsatthesametime. Because
of imprecisionin theperceptionon landmarklocations,theestimatesof thelocationof
a targetusingdifferentbeta-unitsarenot alwaysequal.Whenthis happens,thediffer-
ent locationestimatesmustbecombined.Prescottusesthesizeof the � -vectorasthe
criterionto selectoneamongthem.A beta-unitwith asmaller� -vectoris moreprecise
thanthosewith larger � -vectors(see[55] for a detaileddiscussionon how to compute
theestimateerrorfrom thesizeof the � -vector).Thepropagationsystemdoesnotonly
propagatelocationestimates,but alsothesizeof thelargest� -vectorthathasbeenused
to computeeachestimate.Whena new locationestimatearrivesto anobject-unit,its
locationis substitutedwith thenew oneif thesizeof thelargest� -vectorusedis smaller
thanthatusedfor thelastlocationestimatereceived.

Thenetwork createdby objectandbetaunitscanbeconvertedinto a graphwhere
thenodesrepresenttriangularshapedregionsdelimitedby a groupof threelandmarks,
andthearcsrepresentpaths.Thesearcscanhave anassociatedcost,representinghow
difficult it is to move from oneregion to another. Althoughthearcsarecreatedimme-
diatelywhenaddinga new nodeto thegraph,thecostscanonly beassignedafter the
robot hasmoved(or tried to move) alongthe pathconnectingthe two regions. In the
casethepathis blockedby anobstacle,thearcis assignedaninfinite cost,representing
thatit is notpossibleto gofrom oneregionto theother. Thisgraphis atopologicalmap,
andwe call its nodestopological units. An exampleof how thetopologyis encodedin
a graphis shown in Figure3.2c.

This topologicalmapis usedwhenplanningroutesto thetarget. Sometimes,when
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Figure3.2: (a)Setof landmarks(b) associatednetwork (partialview) and(c) associated
topologicalmap

thepositionof the target is known, theeasiestthing to do is to move in a straightline
towardsit, but sometimesit is not (theroutecanbeblocked,thecosttoo high...).With
the topologicalmap,a routeto the target canbe computed.In Section3.4 a detailed
explanationon how to computeroutesto thetargetis given.

3.2 Extending Prescott’sSystem:Moving to Fuzzy

Thebeta-coefficient system,asdescribedby Prescott,assumesthat therobotcancom-
putethe positionof the landmarkswith small errors,in orderto createthe beta-units
andusethenetwork. But this is never the case:theVision systemprovidesthe robot
with inexactinformationaboutthelocationof landmarks.To work with this imprecise
informationwe usefuzzynumbers.

3.2.1 Fuzzy Numbersand FuzzyOperations

A fuzzy numbercanbethoughtof asa weightedinterval of realnumbers,whereeach
point of the interval hasa degreeof membership,rangingfrom 0 to 1 [7]. Thehigher
this degree,thehighertheconfidencethat thepoint belongsto thefuzzy number. The
function F

A

( x ) , calledmembershipfunction, givesusthedegreeof membershipfor x

in thefuzzynumberA .
Beforedefiningthearithmeticwith fuzzynumbers,wehaveto introducetheconcept

of � -cut. The � -cut ( � 2 [0 ; 1] ) of a fuzzy numberA , is the interval f A g

�
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]
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Let A and B befuzzy numbers,and f A g
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and f B g
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� -cuts.Thefuzzy arithmetic
operationsaredefinedasfollows,
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3.2.2 Fuzzy Beta-coefficientSystem

To usethe beta-coefficient systemwith fuzzy numbers,we simply perform the cal-
culationsdescribedin the previous sectionusing the fuzzy operatorsdefinedabove.
However, becauseof thenatureof fuzzyoperators,somelandmarkconfigurationsmay
not be feasible(thematrix inversionusedfor computingthe � -vector– Equation3.1–
mayproducea divisionby 0), sonotall configurationscanbestoredin thenetwork.

Whenusingthenetwork to computethepositionof a landmark,we obtaina fuzzy
polarcoordinate( r ; � ) , wherer and� arefuzzynumbers,giving usqualitativeinforma-
tion aboutits location.An advantageof working with fuzzycoordinatesis thatit gives
us informationabouthow precisethe locationestimateis, sinceit representsthe loca-
tion notasacrispcoordinate,but asaspatialregionwherethelandmarkis supposedto
be.

Anotherdifferencewith Prescott’s modelis thecriterionusedto selectamongdif-
ferentestimatedlocationsfor the samelandmark. In our extendedsystem,insteadof
looking at the sizeof the � -vectors,we usethe imprecisionof the estimatedlocation
itself. Theimprecisionof a landmarklocation,I ( l ) , is computedby combiningtheim-
precisionin theheadingandin thedistanceasfollows. I

h

( l ) is theimprecisionin head-
ing, andit is definedby takingtheinterval correspondingto the70% � -cutof thefuzzy
numberrepresentingtheheadingto thelandmark(seeFigure3.3). This imprecisionis
normalizeddividing it by its maximumvalueof 2 � . Similarly, I

d

( l ) is theimprecision
in distance,and it is definedas the 70% � -cut of the fuzzy numberrepresentingthe
distance.It is normalizedby applyingthe hyperbolictangentfunction,which mapsit
into the [0 ; 1] interval. Finally, thetwo imprecisionsarecombinedaccordingto:

I ( l ) = � � tanh( � � I

d

( l )) + (1 � � ) �

I

h

( l )

2 �

(3.3)

where � weighsthe relative importanceof the two imprecisions,and � controlshow
quickly thetransformedI

d

approaches1. In ourexperiments,weset� = 1 and� = 0 : 2 .
Whenan object-unitreceivesa new locationestimate,it computesthe imprecisionof
this estimate,comparesit with the imprecisionof the currentlocation estimate,and
keepstheleastimpreciselocation.

3.3 Building the Map

In Section3.1 we mentionedthatwhentherobothasfour landmarksin its viewframe,
it createsa new beta-unitfor them. However, with four landmarks,therearefour can-
didatesto be the target of the beta-unit. Moreover, if the robot hasmore than four
landmarksin the viewframe,therearemany possiblebeta-unitsto be created.More
precisely, if thereare n visible landmarks,thereare

�

n

4

�

� 4 candidatesfor beingnew
beta-units.However, it is not feasibleto storethemall, firstly becauseof thehugenum-
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Figure3.3: Computationof theimprecisionof theheadingtowardlandmarkl asafuzzy
number

ber of combinations,andsecondly, andmoreimportant,becausesomeconfigurations
arebetterthanothers.Thus,someselectioncriterionmustbeused.

Beforedescribingthecriterionwehaveused,weexplainhow theobstaclesarerep-
resentedin themap.We differentiatetwo typesof obstacles:point obstaclesandlinear
obstacles.Point obstaclesarethosetherobotcaneasilyavoid by slightly modifying its
trajectory, sincethey donotcompletelyblock thepath.In our indoorenvironmentsuch
obstaclesareboxesandbricks. In outdoorenvironmentsthey could be small rocks,
trees,etc. Theseobstaclesdo not affect the global navigation,asthe Pilot cantackle
themalone,sotheNavigationsystemdoesnot take theminto accountandthey arenot
storedin themap.Ontheotherhand,linear obstaclesarelongobstaclesthatcompletely
block the pathof the robot. They canalsobe avoidedby the Pilot, but the trajectory
hasto be drasticallymodified. In our indoor environmentwe useseveral bricks to
form theseobstacles.In anoutdoorenvironmenttheseobstaclescouldbefences,walls,
groupsof rocks,etc. Sincetheseobstaclesdo highly affect the navigation task, they
have to berepresentedin themap,sothat they aretakeninto accountwhencomputing
routesto thetarget. The informationabouttheseobstaclesis storedon thearcsof the
topologicalmap.An arcis labelledwith aninfinitecostto indicatethatthereis anobsta-
cle betweenthetwo regionsconnectedby thearc. Notice thatwith this representation
we canonly representthoseobstaclesplacedalongtheline connectingtwo landmarks.
Althoughin ourexperimentswehavedesignedtheenvironmentssothatthey satisfythis
condition,the systemwould alsowork if it werenot satisfied.However, in this latter
case,theNavigationsystemcouldnot take all theobstaclesinto account,andthus,its
performancewould beworse.Thearcs’ labelsareupdatedwhenever thePilot system
informsaboutthepresenceof anobstaclebetweentwo landmarks.

Going back to the selectioncriterion, given a set of landmarks,for which their
location is known, we seekto obtain a set of triangularregions with the following
constraints:

� Low collinearity: thecollinearityof a region is computedas

C ol ( R ) = 1 �

�� 

(

�

3

)

3

(3.4)

where � , � and  arethe threeanglesof the triangularregion. Thebestquality
is associatedto equilatertriangles,where � = � =  =

�

3

, andhencetheir
collinearity is 0. Whenoneof the anglesis 0, landmarkswould be maximally
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collinearand C ol ( R ) = 1 . The higherthe collinearity, the higherthe error on
thecomputationof the � -vectorandlandmarklocations(see[55] for a detailed
explanation). Therefore,the regionswith lower collinearity arepreferred. For
example,in Figure3.4 thetwo regionson theright arepreferredover thetwo on
theleft, sincetheregionABD is too collinear.

D

B

D

B

A A

C C

Figure3.4: Left: badsetof regions; region ABD is too collinear. Right: goodsetof
regions

� Connectivity: thesetof regionsmustbeconvertedinto agraphwith asinglecom-
ponent,sothatthereis apathbetweenany two nodesof thegraph.In Figure3.5,
thesetof regionson the left is not acceptable,sincetherearetwo disconnected
components,whereasin theseton theright all theregionsareconnected.
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Figure3.5: Left: badsetof regions; therearetwo disconnectedcomponents.Right:
goodsetof regions

� Convex hull covering: theregionsmustcover theconvex hull of thesetof land-
marks,sothattheenvironmentis representedcompletely, with no unrepresented
regions.In Figure3.6,theseton theleft is not acceptable,sincetheregionDFG
is not represented.
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Figure3.6: Left: badsetof regions;regionDFG is missing.Right: goodsetof regions
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� Nonoverlapping: theregionsshouldnotoverlapwith eachother. If thiswerethe
case,the robotcouldbe in morethanoneregion at thesametime, which could
causesomeproblemswhencomputingroutesto the target. For instance,if the
robotwerein theoverlappingareaof thetwo regions,it would make no senseto
orderthe robot to move from oneregion to the other, sinceit would alreadybe
insidebothregions,andtheorderwouldnot haveany effect. Moreover, if oneof
theoverlappingedgesis anobstacle,thepathfrom onesideof theadjacentregion
to theothersidewouldbeblocked,whichis obviouslyabadrepresentationof the
environment,sincethe robotmustbeableto move aroundthewholespaceof a
region. In Figure3.7, thesetof regionson the left is a badset,sincepartof the
obstaclebetweenlandmarksB andD lies inside the region ADC. In this case,
the associatedgraphwould have two nodes,ABD andACD, which would be
connected,sotherobotwould think thatit canmovefrom regionABD to region
ADC, but it wouldfind thepathblockedbecauseof theobstacle.

D

B

D

B

A A

C C

obstacle

Figure3.7: Left: badsetof regions;theobstaclebetweenlandmarksB andD is inside
theregionACD. Right: goodsetof regions

� Keepobstacles: if anedgeof a region is markedasanobstacle,this edgemust
bekeptin themap,evenif it causestherobotto keephighcollinearregions.The
obstacleedgesaretheonly onesthatcannotberemovedfrom themap.If wedid
so, the informationaboutthe locationof obstacleswould be lost andwould not
betakeninto accountwhencomputingroutesto thetarget.

To computethe optimal setof regionsfor a given setof landmarks,we have de-
velopedan incrementalalgorithmthat treatslandmarksoneby oneto updatethemap.
However, the algorithmonly startsworking whenthe locationsof at leastfour land-
marksareknown, sincethis is the numberof landmarksneededto createa beta-unit.
With thesefour landmarks,the mappingalgorithm computesthe bestset of regions
accordingto the constraintsgiven above. Then,the restof visible landmarks,if any,
areaddedoneby oneto the alreadybuilt map. Whenaddinga new landmarkto the
map,two situationscanhappen:(1) the landmarkis insideanalreadyexisting region,
or (2) the landmarkis outsideany region. In the first case,the region containingthe
new landmarkis replacedby threenew regions(seeFigure3.8). In the secondcase,
all thepossiblenew regionsarecreated(seeFigure3.9). No matterthesituationof the
landmark,oncethenew regionshave beencreated,thealgorithmchecksif the result-
ing mapis still optimal. This optimizationconsistsof analyzingeachpair of adjacent
regionsandcheckingif their configurationis optimalaccordingto theconstraints.If it
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finds that someregionscould be changedso that a betterconfigurationis obtained,it
doesso.An exampleof thisstepby stepupdatingis shown in Figure3.10.

B

A

C

D

B

A

C

D

Figure3.8: Addinganew landmark(D) locatedinsideanexistingregion(ABC) result-
ing in thesubstitutionof theoriginal region for threenew regions(ABD,ACD,BCD)
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Figure3.9: Addinganew landmark(D) locatedoutsideany existingregionresultingin
theadditionof two new regions(ACD,BCD)

Oncethesetof regionsis computed,new betaandtopologicalunitscanbecreated.
For eachnew regionabeta-unitis createdfor eachregionadjacentto it, takingthethree
landmarksof thefirst regionastheencodinglandmarks,andthelandmarkof thesecond
region that is not in thefirst oneasthetarget. In otherwords,for eachpair of adjacent
regions, two “twin” beta-unitsarecreated.An examplecanclarify this explanation:
with theregionsABC andACD shown ontheright in Figure3.4,thebeta-unitsABC/D
andACD/B wouldbecreated.Onetopologicalunit is alsocreatedfor eachnew region,
andthe graphis updatedaccordingto the adjacency of regions. Initially, the arcsare
labelledwith a default costof 1, andthey arechangedto 1 whenever an obstacleis
detected.The topologicalunits correspondingto regionsthat arenot usedany more
areremoved from the graph. However, beta-unitsarenever removed,sincethey add
robustnessto thesystem,asin Section3.1.

Thistriangulationalgorithmneedsthelocationof thelandmarksto beknown(either
recognizedby theVisionsystemor computedby thebeta-coefficientsystem).However,
notall landmarklocationscanalwaysbeknown. Thealgorithmonly takesinto account
thoselandmarkswhoselocationsareknown. This ensuresthat thefive constraintsex-
plainedabovearesatisfiedonly for thelocatedlandmarks.Whenoneof theunlocated
landmarksis seenor computed,someconstraintsmight becomeunsatisfied.Whenever
any constraintis broken,themapis rebuilt in orderto satisfyagainall theconstraints.
This constraintbreakcanalsobecausedby thefuzzinessof the locations.Becauseof
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Figure3.10:Addinganew landmark(E) into amapwith two regions(ABD andBCD):
first, region ABD is substitutedfor threenew regions (ABE,ADE,BDE); after that,
optimizationfor regionsBCD andBDE is performedandthey aresubstitutedfor the
new regionsBCE andCDE

the imprecisionof the locations,the mapcansuddenlybe breakingsomeof the con-
straints.To avoid having aninconsistentmap,every oncein a while thesatisfactionof
theconstraintsis checked,and,if needed,themapis rebuilt.

3.4 Navigating Thr ough the Envir onment

Thebeta-coefficient systemdescribedabove providesthemeansfor computingthelo-
cationof a targetevenif it is notvisible. This is veryusefulif therobotis navigatingin
anenvironmentwith a high densityof landmarksandobstaclesthatoccludethetarget.
In this case,therobotis ableto go towardsthetargetby seeingotherlandmarks.How-
ever, in somecasestheobstaclesmight beblockingthedirectpathto thetarget. In this
case,knowing thelocationof thetargetis not enoughandanalternative routeto reach
it mustbecomputedusingthetopologicalmap.

Althougharouteconsistsof asequenceof regionstherobotshouldnavigatethrough
in orderto reachthe target,only thefirst region is taken into account.The reasonfor
doing so is that sincethe environmentis never fully known, the robot cannotcommit
to a given routebecauseit might encounternew landmarksandobstaclesthat would
changetheshapeof themap,andpossibly, therouteto thetarget.Therefore,hereafter,
insteadof talking aboutroutes,we will talk aboutdivertingtargets.A divertingtarget
canbe: (1) anedgebetweentwo landmarks,which therobothasto crossin orderto go
from oneregionto another, or (2) asinglelandmarkto whichtherobothasto approach.

When the systemis asked for a diverting target in order to reachanothertarget,
it first finds out in which region the robot is currently located,usingthe information
aboutthelandmarkswhoselocationis known. This region will bethestartingnodeon
the topologicalmap. The shortestpathfrom this nodeto any of the nodescontaining
the target landmark(a landmarkcanbe componentof several topologicalregions) is
computed.The edgeconnectingthe currentregion with the next oneon the shortest
pathwill bethedivertingtarget. Theedgeis givenasa pair of landmarks,onethathas
to be kept on the left handsideof the robot andanotherto be kept on the right hand
side,so therobotknows which way theedgehasto becrossed.An exampleis shown
in Figure3.11.In this case,therobotis in regionABC, thetargetis G, andtheshortest
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Figure3.11:Divertingtargetcomputation

path to the target would be f ABC,ABD,BDE,BEF,EFGg . Thus, the diverting target
would betheedgeAB.

However, it could happenthat thereis no suchshortestpath. The casesin which
suchpathdoesnot exist arethefollowing:

� Therobotis not in any topologicalregion.

� Thecostof theshortestpathis infinite. Thismeansthatthepathis blockedby an
obstacle,soit is not a valid path.

� Thetargetis not foundin any topologicalregion.

To solve thefirst two cases,themaphasto beenlargedwith virtual regionsthrough
which the robot cannavigate. The ideais to let the robot move in an unknown area
outsidethemap.Thevirtual regionsarebuilt by placingsomevirtual landmarksaround
the existing map, and creatingthe appropriateregions using the samealgorithm as
describedin the previous section. An exampleof thesevirtual regionsis depictedin
Figure3.12. To forcetherobot to useregionsof theoriginal map,thearcsconnecting
virtual regionsarelabelledwith a high cost(thoughnot infinite), so that they areused
only if it is absolutelynecessary. With thisenlargedmap,theshortestpathis computed
again.However, it canbethattheedgeto becrossedcontainsonevirtual landmark.In
thiscase,theedgecannotbegivenasthedivertingtarget,sincethevirtual landmarksdo
not exist on therealenvironmentandcannotbetracked. In this situation,thedirection
to themiddlepointof theedgeis computedandgivenasthedivertingtarget.Weassume
thatthereis alwayssomefreespacearoundtheexploredarea,sothattheregionscreated
with thevirtual landmarkscanbetraversed.

In the casethe target is not in any topologicalregion, thereis no way to compute
which shouldbethenext region to visit, sincethereis no destinationnode.Whenthis
happens,thediverting target is setto any of thevisible landmarks,hopingthaton the
way to this diverting target, the map is updatedand the target for which a diverting
targethasbeencomputedis incorporatedinto it.
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original map

enlarged map

Figure3.12:Enlargingthemapwith virtual regions(dottedlines)

3.5 Futur e Work

Although theextensionof Prescott’s method,togetherwith thealgorithmsto compute
divertingtargets,is enoughfor permittinga robotbuild a mapandnavigatethroughan
unknown environment,we would like to explore othermappingmethods,so that the
combinationof thedifferentmethodsaddsrobustnessto theNavigationsystem.With
thecurrentmappingmethod,therobotneedsto seeat leastthreelandmarksin orderto
beableto usetheinformationstoredin themap.We would like to developsomeother
mappingmethodsto copewith thesituationsin which therobothasvery little informa-
tion (i.e. lessthanthreelandmarks).Thesemethodswould be even morequalitative
thanour fuzzyextensionof Prescott’smethod.We could,for example,look at thefield
of SpatialCognition,which workswith spatialrelationshipssuchas“landmarkX is at
theleft handsideof theline connectinglandmarkY andlandmarkZ”.



Chapter 4

The Robot Ar chitecture

Navigation,asthegeneraltaskof leadinga robotto a targetdestination,is naturallyin-
termingledwith otherlow-level taskssuchasobstacleavoidance,andhigh-level tasks
suchaslandmarkidentification.Wecanseeeachof thetasks,from anengineeringpoint
of view, asa system,thatis, systemsrequireandoffer servicesoneanother. Thesesys-
temsneedto cooperate, sincethey needone anotherin order to achieve the overall
taskof reachingthe target. However, they alsocompetefor controlling the available
actuatorsof therobot. To exemplify this cooperationandcompetition,imaginea robot
controlledby threesystems,the Pilot system,the Vision systemand the Navigation
system.Actually, thesethreesystemscomposethearchitecturewehaveusedto control
our robot, which will be describedin detail in the restof this chapter. Regardingthe
cooperation,the Navigation systemneedsthe Vision systemto recognizethe known
landmarksin a particularareaof theenvironmentor to find new ones,andit alsoneeds
the Pilot systemto move the robot towardsthe target location. Regardingthe com-
petition, the Navigationsystemmayneedthe robot to move towardsthe target,while
thePilot systemmayneedto changetherobot’s trajectoryto safelyavoid anobstacle.
Moreover, thePilot mayneedthecamerato checkwhetherthereis any obstacleahead
and,at the sametime, the Navigationsystemmayneedto look behindto localizethe
robotby recognizingknown landmarks.Thus,somecoordinationmechanismis needed
in orderto handlethis interactionamongthedifferentsystems.Themechanismhasto
let thesystemsusetheavailableresourcesin sucha way that thecombinationof these
interactionsresultsin therobotreachingits destination.

We proposea generalarchitecturefor managingthis cooperationandcompetition.
We differentiatetwo typesof systems:executivesystemsanddeliberativesystems. Ex-
ecutivesystemshave accessto the sensorsandactuatorsof the robot. Thesesystems
offer servicesfor usingtheactuatorsto therestof thesystemsandalsoprovide infor-
mationgatheredfrom thesensors.On theotherhand,deliberativesystemstakehigher-
level decisionsand requirethe servicesofferedby the executive systemsin order to
carryout thetaskassignedto therobot. Despitethis distinction,thearchitectureis not
hierarchical,andthe coordinationis madeat a single level involving all the systems.
The servicesofferedby the executive systemsarenot only available to the delibera-
tive systems;they arealsoavailableto theexecutivesystemsthemselves.Actually, an
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Figure4.1: Generalbiddingcoordinationarchitecture

executive systemmustcompetewith the restof thesystemseven for the servicesit is
offering. Thesystems(no mattertheir type)canexchangeinformationbetweenthem
(be it sensoryinformationor any otherinformationthey couldhave – e.g. mapof the
environment).Thearchitectureis depictedin Figure4.1.

Thecoordinationis basedon a simplemechanism:bidding. Deliberative systems
always bid for the servicesoffered by executive systems,sincethis is the only way
to have their decisionsexecuted. Executive systemsthat only offer servicesdo not
bid. However, thoseexecutivesystemsthatrequireservicesfrom any executivesystem
(includingthemselves)mustalsobid for them.Thesystemsbidaccordingto theinternal
expectedutility associatedto the provisioningof the services.A coordinatorreceives
thesebidsanddecideswhich serviceeachof theexecutivesystemshasto engagein.

Although we usethe term “bidding”, thereis no economicconnotationas in an
auction. That is, systemsdo not have any amountof money to spendon the bids,
nor thereis any reward or goodgiven to the winning system. We useit asa way to
representthe urgency of a systemfor having a serviceengaged.The bids are in the
range[0 ; 1] , with high bidsmeaningthatthesystemreally thinksthattheserviceis the
mostappropriateto beengagedat thatmoment,andwith low bidsmeaningthat it has
no urgency in having theserviceengaged.

Thisbiddingmechanismis acompetitivecoordinationmechanism,sincetheaction
executedby eachsystemis the consequenceof a requestof oneof the systems,not a
combinationof severalrequestsfor actionsmadeby differentsystems,asit wouldbein
a cooperativemechanism.
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Figure4.2: Specificrobotarchitecture

This modularview forms an extensiblearchitecture. To extend this architecture
with a new capabilitywe would just have to plug in oneor morenew systems,even-
tually addingnew sensorsor actuators,andeventuallychangingthebidding functions
of theexisting systems.Not only that,it alsopermitsusto recursively have a modular
view of eachoneof thesystems,aswill besoonseenin thedesignof our Navigation
system.Moreover, this architectureis not thoughtonly for navigation purposessince
its generalitycanbeusedfor any taskthatcouldbeassignedto a roboticsystem.

For ourspecificrobotnavigationproblem,wehaveinstantiatedthegeneralarchitec-
turedescribedabove(seeFigure4.2). It hastwo executivesystems,thePilot andVision
systems,andonedeliberativesystem,theNavigationsystem.Eachsystemhasthefol-
lowing responsibilities.ThePilot is responsiblefor all motionsof the robot,avoiding
obstaclesif necessary. The Vision systemis responsiblefor identifying andtracking
landmarks(including the target landmark). Finally, the Navigation systemis respon-
sible for takinghigher-level decisionsin orderto move therobot to a specifiedtarget.
Therobothastwo actuators:thewheels’motors, usedby thePilot system,andthecam-
era motor, usedby the Vision system. The availablesensorsarethe wheelencoders
andbumpers,which provide odometricandbumpinginformationto thePilot, andthe
imagesobtainedby thecamera,usedby theVision systemto identify landmarks.The
Pilot systemofferstheserviceof moving therobotin a givendirection,andtheVision
systemoffers the serviceof moving the cameraandidentifying the landmarksfound
within agivenarea.ThebiddingsystemsarethePilot andtheNavigationsystem,while
theVisionsystemdoesnot bid for any service.

In thenext sectionswe describeeachof thethreesystemsof therobotarchitecture,
focusingon theNavigationsystem,themainsubjectof this thesis.
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Figure4.3: Growing obstacles.Pointsandsolid lines arethe obstacles;dottedlines
show grown obstacles

4.1 Pilot System

ThePilot is ableto safelycommandthemotorsthatcontroltherobotto movein agiven
direction. It bids for motioncontrol to avoid obstacles,andalsofor thecontrolof the
camerato look forward in orderto detectpossibleobstacles.Although this systemis
not the focusof this thesis,we have hadto developa simplePilot in orderto testour
Navigationsystem.

For obstacleavoidance,it usestheinformationcomingfrom theVisionsystemand
the informationstoredin theVisualMemory (describedin thenext section),applying
anobstaclegrowing technique.Theobstaclesaregrownagivensizeto defineforbidden
areasoccupiedby theobstacles.Theobstaclesarerepresentedaspoints(for landmarks
andsimpleobstacles)andlines(for linearobstaclesbetweenlandmarks),which, after
growing them,becomecirclesandroundedrectangles,respectively. In our case,the
growing sizeis thediameterof therobot. An exampleof how theobstaclesaregrown
is shown in Figure4.3. ThePilot usesasimpleobstacleavoidancealgorithm.It checks
whethertherobotis aboutto enterany of theforbiddenareasassociatedto theobstacles.
If therobotis in suchasituation,thePilot bidsto modify thetrajectoryin orderto avoid
theobstacle.Themodifiedtrajectoryis tangentialto thegrown obstacleto beavoided.
Sinceobstacleavoidanceis of maximalimportance,thebid shouldbehigherthanthe
othersystems.However, it shouldnotbesetto thehighestpossiblevalue,1,sothatthere
is the possibility of addinga new systemthat overridesthe Pilot (e.g. a teleoperation
system).If therobotis in asafearea,thePilot doesnot bid at all.

Regardingthe bids for cameracontrol, it is basedon a function that increasesthe
bid dependingon thedistancetraveledsincethelasttime therobotlookedforward:

bid ( l ook ( ahead )) =

�

dist since l ast l ook

max dist not l ook ing

�

exp

(4.1)

wheremax dist not l ook ing is themaximumdistanceallowedto travel without look-
ing ahead,and exp definestheincreasingshapeof thebiddingfunction.
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ThePilot alsoinformstheNavigationsystemandtheVisualMemoryaboutany ob-
stacleit detects.Wheneverit detectsasingleobstacle(i.e. it bumpsinto it), it storesthe
obstacle’s locationin theVisualMemory, andcheckswhetherit canbepartof a larger
linearobstacle.Suchlinearobstaclesaredetectedwhenaseriesof singleobstacleshave
beendetectedalongtheline connectingtwo landmarksandthedistancebetweenthese
obstaclesis below agiventhreshold.If this is thecase,thePilot informstheNavigation
systemaboutthepresenceof a blockingobstaclebetweentwo landmarks.

4.2 Vision System

The Vision systemis ableto identify new landmarksin the vision field of the camera
andis alsoableto recognizepreviously identifiedlandmarks.This systemdoesnot bid
for any of theavailableservices.Again,althoughthis systemis not on thefocusof the
thesis,wehavehadto developasimpleVisionsystemfor carryingout theexperiments.
A detaileddescriptionof thevisionsystemdevelopedto recognizeindoorlandmarksis
givenin Chapter6.

TheVision systemis simplebut robustenoughto correctlyidentify thelandmarks.
Thus,thereis no uncertaintyaboutthepresenceof a given landmark.However, there
is someimprecisionaboutits location,sincetheVisionsystemonly givesapproximate
distanceandangularinformation.To dealwith this imprecisionwe usethefuzzy tech-
niquesdescribedin Section3.2.

Thegoalof this thesisis to developa vision-basednavigationsystemthatdoesnot
useany specializedlocalizationdevice (e.g. GPS)nor odometricinformation. How-
ever, we found that it wasvery restrictingfor the Navigation systemto useonly the
visualinformationavailableafterprocessingeachviewframe.Firstly, becauseit is very
difficult to have morethanthreelandmarkson the view field, sinceit is very narrow,
andthe beta-coefficient systemneedsto have at leastfour visible landmarksin order
to createa new � -unit. But evenif four landmarkswerein theview field, they would
probablybe highly collinear, which is not a goodconfigurationfor creating � -units.
Secondly, it was a very unrealisticbehavior to completelyforget the landmarksthat
werenot in the view field, even thoughthey hadbeenrecentlyseen.We thoughtthat
addingthe ability of rememberingwhat hasbeenpreviously seenwould improve the
behavior of therobot.Moreover, asit hasalreadybeenmentioned,wewanttherobotto
imitate thenavigationalbehavior of humansandotheranimals,andwe certainlyhave
theability of rememberingwhathasbeenrecentlyseen.A shorttermmemory, called
VisualMemory, implementsthisability, andit is partof theVisionsystem.

4.2.1 Visual Memory

The VisualMemorystoreslandmarksanddetectedobstacles,with their locationcon-
stantlyupdatedusingodometricinformation.To dealwith theimprecisionin odometry
we use,again,a fuzzy approach.Theodometricinformationcomingfrom therobot is
indeedfuzzyinformationaboutits motion,usedto recomputethelocationof theobjects
storedin theVisualMemory. Theimprecisionof this motion is higherwhentherobot
turns,andlower if it movesstraight.



42 Chapter 4. The Robot Architecture

As therobotmoves,theimprecisionon theselocationsgrowsunlessthelandmarks
are recognizedagainby the Vision system(which obviously reducestheir location’s
imprecision).Whenthe imprecisionaboutthe locationof a landmarkreachesa given
upperthreshold,the landmarkis removed from the Visual Memory. The ideabehind
this beingthat theVisualMemoryonly remembersthoselandmarkswhoselocationis
preciseenough.

Theinformationstoredin theVisualMemoryis treatedby theNavigationsystemin
thesameway asthe informationcomingfrom theVision system.Theonly difference
is that the Visual Memory will be moreimprecisethanthe Vision system. The Pilot
systemalso usesthis information to avoid colliding with rememberedobstaclesand
landmarks.

4.3 Navigation System

This thesishasbeenmainly motivatedby this system.We have usedthemodularview
inspiring the overall robot architecturein the designof the Navigation system. The
overallactivity of leadingtherobotto thetargetdestinationis decomposedinto asetof
simpletasks.Workingwith simpletasksinsteadof usingasinglelargemodulecarrying
out thewholenavigationprocessis thebasisof Behavior-basedrobotics. Theideais to
divide the overall behavior of the robot into simplerbehaviors, eachonewith its own
goal, actingin parallel. Thesesimplertasksaremucheasierto build anddebug than
a largermodule,sincewe only have to focuson separatelysolving smallerproblems.
Moreover, it permitsusto incrementallyincreasethecomplexity of theroboticsystem,
that is, addingnew capabilities,by simply addingnew behaviors, without having to
modify alreadyexisting code. A detaileddescriptionof Behavior-basedarchitectures
wasgivenin Chapter2.

The Navigation systemis definedto be a multiagentsystemwhereeachagentis
competentin oneof thesetasks(seeFigure4.4).Theseagentsmustcooperate,sincean
isolatedagentis not capableof moving the robot to the target,but they alsocompete,
becausedifferentagentsmay want to performconflicting actions. Again, we usethe
biddingmechanismto coordinatetheagents.Eachagentbidsfor servicesprovidedby
otherrobotsystems(Pilot andVision systems),andanadditionalagent,thecommuni-
cationagent,gathersthedifferentbidsanddetermineswhich oneto selectat any given
time. This agentis alsoresponsibleof all thecommunicationbetweentheNavigation
systemand the other systemsof the robot. The coordinationbetweenthe agentsis
alsomadethrougha commonrepresentationof the map. Agentsconsultthemapand
thePilot andVision systemsprovide informationabouttheenvironment—positionof
landmarks,obstacles— which is usedto updateit.

Thelocaldecisionsof theagentstaketheform of bidsfor servicesandarecombined
into a groupdecision:which setof compatibleservicesto require,andhence,givesus
ahandleon thedifficult combinatorialproblemof decidingwhatto donext. In thenext
sectionwe describein detailthesocietyof agentsthatmodelsthenavigationprocess.
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4.4 The Group of Bidding Agents

In themodelreportedin this thesiswe presenta groupof agentsthat take careof dif-
ferenttasksthat,whencoordinatedthroughthebiddingmechanism,providetheoverall
desiredbehavior of leadingtherobotto a targetlandmark.Thetasksare:

� to keeptheinformationon themapconsistentandup-to-date,

� to keepthetarget locatedwith minimumimprecisionandmovetowardsit,

� to keeptherisk of losingthetargetlow,

� to recover from blockedsituations.

Four agentshave beendesignedto fulfill eachoneof thesegoals(Map Manager,
Target Tracker, RiskManager andRescuer, respectively), plus a communicatoragent
that is the responsiblefor communicatingthe Navigation systemwith the otherrobot
systems(Pilot andVision).

Theactionsthatagentscanbid for are:

� Mo v e ( dir e ction ) , instructsthe Pilot systemto move the robot in a particular
direction,

� Stop , instructsthePilot systemto stoptherobot,

� Lo ok ( angle ) , instructsthe Vision systemto identify all the possiblelandmarks
thatcanbefoundin theareaat angle radiansfrom thecurrentbodyorientation.

Finally, agentsmay askoneanotherwith respectto the differentknowledgethey
have. For instance,any agentin the societymay requestfrom the Map Manager to
computethe locationof the targetor of a divertingtarget. Agentsmayalsobroadcast
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messagesto the restof the agentsin the society. For example,the Rescuerinforms
aboutthetargetto bereached,andtheTargetTracker informsabouttheimprecisionon
thetarget’s location.

In thenext sectionswe describeeachof theagents,andtheir codeschemascanbe
foundin Section4.4.6.

4.4.1 Map Manager

This agentis responsiblefor maintainingthe informationof theexploredenvironment
in thetopologicalmap.Theactivity of thisagentconsistsof processingtheinformation
associatedwith the incomingviewframes– expandingthe graph,creating � -vectors,
andasynchronouslychangingarcs’costlabelswheninformedby otherrobotsystems.
This agentusesthe fuzzy beta-coefficient systemdescribedin Chapter3 to build the
mapandanswerquestionsaboutlandmarkpositions.

TheMap Manager is alsoresponsiblefor computingthequality of thesetof land-
marksin thecurrentviewframe,whenrequiredby theRiskManager. This quality is a
functionof thecollinearityof thelandmarks.Having aset S of landmarks,theirquality
is computedas: q

s

= max f 1 � C ol ( S

0

) j S

0

� S; j S

0

j = 3 g whereC ol ( S

0

) is computed
usingtheequation3.4.

Thisagentalsocomputesdivertingtargetswhenaskedfor by theRescuer. To doso,
it usesthetopologicalmap,whereall pathcostsarerecorded,to computewhichshould
bethenext region to visit in orderto reachthetarget.A descriptionof thecomputation
of divertingtargetswasalreadygivenin Chapter3.

4.4.2 Target Tracker

The goal of this agentis to keepthe target locatedat all timesandmove towardsit.
Ideally, thetargetshouldbealwayswithin theview field of thecamera.If it is not, the
imprecisionassociatedto its locationis computedby this agentusingthe information
of the map. Actions of othersystemsarerequiredto keepthe imprecisionas low as
possible.

We modelthe imprecisionasa function on the sizeof the anglearc, �

�

, from the
robot’scurrentposition,wherethetargetis thoughtto belocated.Whentherobotis sure
of thepositionof thetarget(becauseit is in thecurrentview field of thecamera)wehave
a crispdirectionand,hence,�

�

= 0 andtheimprecisionis 0. If thetarget’s locationis
obtainedfrom theVisualMemoryor computedby theMapManager, �

�

is computedas
thesizeof theintervalcorrespondingto the70% � -cutof thefuzzynumberrepresenting
the headingto the landmark.Whenthe robot is completelylost, any directioncanbe
correct,�

�

= 2 � , andtheimprecisionlevel is 1. Thus,theimprecisionlevel is computed
as:

I

a

=

�

�

�

2 �

�

�

(4.2)

where � givesa particularincreasingshapeto the imprecisionfunction. If � is much
smallerthan1, theimprecisionincreasesquickly astheimprecisionin anglegrows. For
� valueswell over1, imprecisionwill grow very slowly until theerroranglegetsvery
big.
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Theactionsrequiredby thisagentareto movetowardsthetargetandto look towards
theplacewherethetargetis assumedto be.Thebidsfor moving towardsthetargetstart
at a value �

1

( � 1) and decreasepolynomially to 0, dependingon a parameter� .
Therationalefor this is thatwhentheimprecisionaboutthetargetlocationis low, this
agentis confidentaboutthe target’s positionandthereforebids high to move towards
it. As the imprecisionincreases,this confidencedecreasesandso doesthe bid. Bids
for looking at thetarget increasefrom 0 to a maximumof �

2

( � 1) andthendecrease
againto 0. The rationalebeingthat whenthe imprecisionis low thereis no urgency
in looking to the target,sinceits locationis known with high precision.This urgency
startsto increaseastheimprecisionincreases.Whentheimprecisionreachesa level in
which theagenthasno confidenceon thetargetlocation,it startsdecreasingthebid so
asto give theopportunityto otheragentsto win thebid. Theequationsinvolvedare:

bid ( mov e ( � )) = �

1

(1 � I

1 =�

a

) (4.3)

bid ( l ook ( � )) = �

2

sin( � I

a

) (4.4)

where� controlshow rapidly themoving bidsdecrease,and � is thecrispanglewhere
thetargetis thoughtto be.Thebiddingfunctionsareshown in Figure4.5.

This agentis constantlyaskingthe Map Manager for the location of the target.
Whenit receivesan answer(obtaining � and �

�

), it computesthe imprecisionandin-
forms the restof the agentsaboutit. If the Target Tracker is not informedaboutthe
target’s locationwithin a giventime limit, it setstheimprecisionlevel to 1.

Thebehavior describedaboveis appliedwhenthegoalis to reachasinglelandmark.
However, asmentionedin Section3.4,thegoalcanalsobeto crosstheedgeconnecting
two landmarks(if the Rescuerhasset it as the diverting target). In this latter case,
this agentis constantlyaskingfor the locationof the two landmarks(thus,obtaining
� and �

�

for eachlandmark)andcomputingtheir associatedimprecision.Thehighest
imprecisionis usedas I

a

for computingthe bidding valuesfor moving and looking
actions.It is alsousedto decidewherethecamerashouldlook; it looksin thedirection
of thelandmarkwith highestimprecision.Regardingthemotionaction,theagentbids
to movein thedirectionof theanglebetweenthetwo landmarks.

TheTargetTracker is alsotheresponsiblefor decidingwhethertherobotis at target.
If thetargetis asinglelandmark,it considersthattherobothasreachedthetargetif the
upperboundof the � -cut of level � of the fuzzy numbermodelingthedistanceto the
target is lessthan Æ timesthe body sizeof the robot. The parameters� and Æ canbe
tunedto modify the accuracy of the agent. In the caseof the target being an edge
(betweenlandmarksL

l

and L

r

), it checkswhetherthe robot is on the desiredsideof
line connectingthetwo landmarks.If therobotis ontheleft of thedirectedline through
L

l

and L

r

, it is onthecorrectside,thatis, theedgehasbeencrossed.If it is ontheright
of theline, it meansthattherobothasnot still crossedtheedge.

4.4.3 Risk Manager

Thegoalof this agentis to keeptherisk of losingthetargetaslow aspossible.While
theTarget Tracker’s goal is to locatethetargetby maintainingit in thecamera’s view
field, thisagenttriesto keepareasonableamountof known landmarks,asnoncollinear
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Figure4.5: Target Tracker’s biddingfunctions

aspossible,in the surroundingsof the robot. The rationaleis to have asmany visible
landmarksaspossibleso that theMap Manager is ableto computethe locationof the
targetusingthebeta-coefficientsystemwhenit is notvisiblenor in theVisualMemory.
The fewer surroundinglandmarkswhoselocationsare known, the more risky is the
currentsituationand the higher the probability of losing the target and getting lost.
Also, themorecollinearthelandmarks,thehighertheerrorin thelocationof thetarget,
andthus,thehighertheimprecisionon its location.

We modeltherisk asa functionthatcombines:1) thenumberof landmarksahead
(elementsin setA ), 2) thenumberof landmarksaround(elementsin setB ), and3) their
“collinearity quality” ( q

A

and q

B

). As wehavedescribed,thesequalitiesarecomputed
by the Map Manager. A minimum risk of 0 is assessedwhen thereareat leastsix
visible landmarksin thedirectionof themovementandminimally collinear. Although
the locationsof only threelandmarksareneededin order to usethe beta-coefficient
system,we want to have additionallandmarksaroundthe robot whoselocationsare
known, so that therearemorechancesto computethe target’s location. A maximum
risk of 1 is assessedwhenthereareno landmarksaheadnor around:

R = 1 � min

�

1 ; q

A

�

j A j

6

�



A

+ q

B

�

j B j

6

�



B

�

(4.5)

Thevalues

A

and 

B

determinetherelative importanceof thesituationof landmarks
(aheador around).

Given that the robot cannotdecreasethe collinearity of the visible landmarks,the
only way to decreasetherisk level is by increasingthenumberof landmarksaheadand
around.Having morelandmarks,besidesincreasingj A j or j B j , alsohelpsby possibly
increasingthequalitiesq

A

and q

B

.
We encouragehaving landmarksaheadby bidding

bid

�

l ook

�

r andom

� h

�

�

4

; +

�

4

i���

= 

r

� R (4.6)

for theactionof lookingatarandomdirectionin front of therobotandtrying to identify
thelandmarksin thatarea,if j A j < 6 , and

bid
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Figure4.6: RiskManager’s look bidding functions(look ahead-solid line- and look
behind-dashedline-)

(which is obviouslysmallerthan 

r

� R ) for theactionof lookingata randomdirection
aroundtherobotandtrying to identify landmarks,if j B j < 6 , where

r

is a parameter
to controlthemaximumvalueof thebiddingfunction.Thebiddingfunctionsareshown
in Figure4.6.

The behavior of this agentalsohelpsthe Map Manager build the mapwhen the
robot is in anunexploredarea.Sinceit bids for looking for landmarkswhenthereare
not many visible, its bidswill behigh,andthusnew landmarks(if therearelandmarks,
obviously)will beidentifiedandthemapwill beupdated.

4.4.4 Rescuer

Thegoalof theRescueragentis to rescuetherobotfrom problematicsituations.These
situationsmayhappendueto two reasons.First,thePilot canleadtherobotto aposition
with a long obstacleaheadthat cannotbe easilyavoided. Second,the imprecisionof
thelocationof thetargetmaybetoo high (overa thresholdI

a

).
If therobotgetsblocked,this agentaskstheMap Manager to computea diverting

target, andinforms the restof the agentsaboutthe new target. If the diverting target
computedby the Map Manager is just a direction (this meansthat the robot should
crossanedgecontaininga virtual landmark,asexplainedin Section3.4), theRescuer
bids for turning the robot in thegivendirection. In orderto have therobotmoving in
this directionfor a shortperiodof time, it setsthetargetto bea landmarkthatdoesnot
exist. However, therestof theagentsdo not know thatit doesnot exist, therefore,they
behave asif it wasan existing landmark.Thus,theMap Manager will not be ableto
computeits locationwhenaskedby theTarget Tracker. This latteragent,afterasking
several timesfor the locationof the target andnot receiving any answer, will set the
imprecisionlevel to 1, which will causetheRescuerto getactive again.Therationale
of this “trick” is thatduringthetime therobothasbeenmoving, it will have probably
(andhopefully) recognizedmorelandmarksso that the Map Manager cancomputea
betterdivertingtarget. Finally, if theMap Manager fails to computea divertingtarget,
the Rescuerbids for makingthe robot turn around(a randomanglein � �

�

6

), hoping
againthatwith thenew directionit detectslandmarksthathelpcomputingthelocation
of thetargetor adivertingtarget. In casethecurrentdivertingtargetcannotbereached,
this agentwill askfor anew divertingtargetfor theinitial target.

On theotherhand,if the imprecisionof thetarget’s locationis too high, theagent
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bidsfor stoppingthemotionandstartingavisualscanaroundtherobot,trying to detect
asmany landmarksaspossible.Thescanwill stopwhentheimprecisionof thelocation
of thetargethasdecreasedto anacceptablelevel, eitherbecauseit hasbeenrecognized
by theVision systemor becauseits locationhasbeencomputedby theMap Manager
usingotherlandmarks’locations.Sincein this situationno obstaclehasbeendetected,
theRescuerassumesthat thepathto thetargetis not blocked,sotherewill not beany
targetchange.However, if at theendof thescanningthe imprecisionlevel is still too
high, it will askfor a divertingtarget.

Thisagentalsoperformsa visualscanat theverybeginning,whentheinitial target
is given,in orderto detectsomelandmarksandstartbuilding themapbeforetherobot
beginsmoving to thetarget.Only afterthescanis completed,thisagentwill inform the
otheragentswhatis thetargetto bereached.

The bidding valuesfor the actionsrequiredby this agentareconstant(parameter
! ) andshouldbehigherthanthoseof theotheragents( ! > max ( �

1

; �

2

; 

r

)), sinceit
is absolutelynecessaryto executetheactionsin orderto continuethenavigationto the
target.

4.4.5 Communicator

Themultiagentsystemimplementingthenavigationalgorithmcommunicateswith the
remainingrobotsystemsthroughtheCommunicatoragent.This agentreceivesthein-
formationaboutthe visible landmarksandobstaclesdetected,which is passedto the
appropriateagents(Map Manager andRescuer). This agentalsoreceivesbids for ac-
tions from theotheragentsandis responsiblefor determiningwhich oneto selectand
sendasthe Navigation system’s bid. The actionsrequiredmay be conflicting or not.
For instance,anagentrequiringthecamerato look behindandanotherrequiringit to
identify a new landmarkon the right, bid for conflicting actions,that is, actionsthat
cannotbe fulfilled at the sametime. On the contrary, an agentrequiringthe robot to
move forward, andan agentrequiring the camerato look behindmight be perfectly
non-conflicting.It canbeeasilyseenthat theconflictsoccurwhentheactionsrequire
the useof the sameresource(robot motion or cameracontrol). Thus,the requestfor
actionswill beseparatelytreateddependingon theresourcerequired: Mo v e and Stop

actionson oneside,and Lo ok actionson theother. TheCommunicatoragentreceives
the bids for the two differenttypesof actions,andselectsthe moving actionwith the
highestbid andthe looking actionwith the highestbid. The resultingtwo action-bid
pairsaresentto thePilot andVision system,respectively. This agentwaitssometime
beforeprocessingthereceivedbids,sothatall theagentshavetimeto sendtheirbids.If,
duringthis time window, anagentsendsmorethanonebid for thesametypeof action,
it replacesthepreviously sentbid. Whenthetime window expires,theCommunicator
processesall thereceivedbidsanddeterminesthewinners.

As alreadymentioned,thebiddingmechanismimplementsa competitivecoordina-
tion mechanism.Thismechanismhasproblemswith selfishagents.Theproblemarises
when thereis one(or more)agentsthat alwaysbids very high so that it wins all the
bids,thus,not letting theotheragentshaving their actionsexecuted.In this case,there
is no coordinationat all betweenthe agents,andit is very difficult, if not impossible,
to achieve thegoalof reachingthetargetdestination.For instance,if we settheTarget
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Tracker to bid alwayshigherthanthePilot system,therobotwouldnotbeableto avoid
any obstacle,andwould getstuckif any wasencountered.To avoid suchproblem,the
agentsandsystemsshouldbid rationally, that is, bidding high only when the action
is found to be the mostappropriatefor the currentsituation,andbidding low whenit
is not clearthat theactionwill help,giving theopportunityto otheragentsto win the
bid. Thus,specialattentionmustbepayedwhendesigningtheagentsandtheir bidding
functions.

To solve this problemwe could usea moreeconomicview of thebiddingmecha-
nism,assigninga limited creditto eachagent,andallowing themto bid only if they had
enoughcredit. With this new systemthereshouldalsohave to bea way to reward the
agents.If not, they would run out of creditaftersometimeandno agentwould beable
to bid. However, we facethecreditassignmentproblem,thatis, decidingwhento give
a rewardandwhich agentor setof agentsdeserve to receive it. This problemis very
commonin multiagentlearningsystems,especiallyin ReinforcementLearning,and
thereis not a generalsolutionfor it. Eachsystemusesanadhocsolutionfor the task
beinglearned.Otherpossiblesolutionswould beto have a mechanismto evaluatethe
biddingof eachagent,assigningthemsucceedingor failing bids,or somemeasureof
trust,in orderto take or not take into accounttheir opinions.However, we would have
againthe credit assignmentproblem. Thus,in the multiagentsystemreportedin this
thesiswe have designedthe agentsso that they bid rationally, leaving the exploration
of theseevaluationmechanismsasa line of futureresearch.

4.4.6 Agentscodeschemas

In this sectionwe presentthe code schemasfor the agentsMap Manager, Target
Tracker, RiskManager andRescuer, andalsofor thePilot system.Theschemashave
someparameters,suchasthetargetthathasto bereached,its initial heading,andsome
otherparticularparametersfor eachagent(biddingfunctionparameters,thresholds...).
Theseparticularparametersdefinethebehavior of theagents,andthereby, theoverall
behavior of the robot. Varying the valuesof the parameters,we may obtainbetteror
worst navigationperformances,andwe mayalsoadjustthe conservativenessor riski-
nessof therobot.Thus,appropriatelytuningtheseparametersis very important.In the
next chapterwe explore the useof learningtechniquesin orderto do suchparameter
tuning.

Whendescribingthealgorithmschemas,thespeechactswill appearasexpressions
in a KQML-style language[26]. Agentsrefer to themselvesby the specialsymbol
“self”. Whenreferringto all theagentsof thesociety, they usethesymbol“all”.

Agentshaveahybridarchitecture.Wewill usethefollowing constructto modelthe
reactivecomponentof agents:

On conditiondo action

Whenever the condition holds (typically an illocution arriving to the
agent), the action is executed immediately. The illocutions used by the
agents are the following: ask ( ask ing ag ent; ask ed ag ent; q uestion ) and
inf or m ( inf or ming ag ent; inf or med ag ent; inf or mation ) .
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SystemPilot(� ,max dist not looking,exp) =

Begin deliberative
Repeat

inform(self,VisionSystem,odometricinformation)
h avoid,� i := avoid obstaclesof Visual Memory()
If avoid then inform(self,Coord,f (Mo v e ( � ) ; � ) g )

inform
�

self,Coord;

n�

Lo ok (0) ;

�

dist since last look

max dist not look ing

�

exp

�o�

Until
End deliberative

Begin reactive
On bumpersactivedo

backup safedistance()
h obstacledetected,L

1

; L

2

i := updateVisual Memory()
If obstacledetectedthen inform(self,NavigationSystem,obstacle(L

1

; L

2

))

On inform(VisionSystem,self,currentview(CV) do
h avoid,� i := avoid obstacles(CV)
If avoid then inform(self,Coord,f (Mo v e ( � ) ; � ) g )

End reactive

End system
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SystemNavigationSystem(�; � ; �

1

; �

2

; �; Æ ; 

A

; 

B

; 

r

; I

a

; ! ) =

Agent MM() =

Begin reactive
On inform(CO,self,currentview(CV)) do

updatemap(CV)

On inform(CO,self,obstacle(L

1

; L

2

)) do
updateobstacle( L

1

; L

2

)

On ask(X,self,position-landmark?(L )) do
h � ; �

�

; d; �

d

i := computelandmarkposition(L)
inform(self,X,position-landmark(L; � ; �

�

; d; �

d

))

On ask(X,self,position-landmarks?(L

1

; L

2

)) do
h �

1

; �

�

1

; d

1

; �

d

1

i := computelandmarkposition(L

1

)
h �

2

; �

�

2

; d

2

; �

d

1

i := computelandmarkposition(L

2

)
inform(self,X,position-landmarks(L

1

; �

1

; �

�

1

; d

1

; �

d

1

; L

2

; �

2

; �

�

2

; d

2

; �

d

2

))

On ask(X,self,landmarks-quality?)do
hj A j ; j B j ; q

A

; q

B

i := computelandmarksquality()
inform(self,X,landmarks-quality( j A j ; j B j ; q

A

; q

B

))

On ask(X,self,diverting-target?(L)) do
h T ; L

l

; L

r

; � ; ty pe i := computediverting target(L)
If type=landmarkthen

inform(self,X,diverting-target(T))
elseif type=edgethen

inform(self,X,diverting-edge(L

l

; L

r

))
elseif type=directionthen

inform(self,X,diverting-direction(� ))
elseif type=failedthen

inform(self,X,diverting-target-failed)
End reactive

End agent
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Agent TT( �; � ; �

1

; �

2

; �; Æ ) =
Begin deliberative

target set:= false
initial target reached:= false
Repeat

If target setthen
If target type= landmarkthen

ask(self,MM,position-landmark?(target))
else

ask(self,MM,position-landmarks?(E L

l

,E L

r

))
endif

endif
Until initial target reached

End deliberative

Begin reactive
On inform(RE,self,initial-target(T))do

target set:= true
target type:= landmark
initial target:= T
target:= initial target

On inform(RE,self,target(T))do
target type:= landmark
target:= T

On inform(RE,self,target(L

l

,L

r

)) do
target type:= edge
h E L

l

; E L

r

i := h L

l

; L

r

i

On inform(MM,self,position-landmark(target,� ; �

�

,dist,�

dist

)) do
I

a

:= (

�

�

2 �

)

�

inform(self,all,imprecision(I

a

))

inform(self,CO,f (Mo v e ( � ) ; �

1

(1 � ( I

1 =�

a

))) ; (Lo ok( � ) ; �

2

sin ( � I

a

)) g )
[min,max] := f dist g

�

at target:= max � Æ *bodyshape
If at targetthen inform(self,all,at-target(target))
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On inform(MM,self,position-landmarks(E L

l

; �

l

; �

�

l

; d

l

; �

d

l

;

E L

r

; �

r

; �

�

r

; d

r

; �

d

r

)) do

I

l

a

:= (

�

l

�

2 �

)

�

I

r

a

:= (

�

r

�

2 �

)

�

I

a

:= max ( I

l

a

; I

r

a

)

anglemove:= ( �

l

+ �

r

) = 2

If I

l

a

> I

r

a

then anglelook := �

l

elseanglelook := �

r

inform(self,all,imprecision(I

a

))

inform(self,CO,f (Mo v e ( ang l e mov e ) ; �

1

(1 � ( I

1 =�

a

)))

(Lo ok ( ang l e l ook ) ; �

2

sin ( � I

a

) ) g )
edgecrossed:= checkedgecrossed(�

l

; �

r

)
If edgecrossedthen inform(self,all,edge-crossed(E L

l

,E L

r

))

On inform(self,self,at-target(initial target))do
initial target reached:= true

End reactive
End agent



54 Chapter 4. The Robot Architecture

Agent RM( 

A

; 

B

; 

r

) =

Begin deliberative
target set:= false
initial target reached:= false
Repeat

If target setthen
ask(self,MM,landmarks-quality?)

endif
Until initial target reached

End deliberative

Begin reactive
On inform(RE,self,initial-target(T))do

target set:= true
initial target:= T

On inform(MM,self,landmarks-quality(j A j ,j B j ,q

A

,q

B

)) do

R := 1 � min

�

1 ; q

A

�

j A j

6

�



A

+ q

B

�

j B j

6

�



B

�

If j A j < 6 then
inform(self,CO,f (Lo ok ( r andom ang l e

� �

�

�

4

; +

�

4

��

; 

r

R ) g )

elseif j B j < 6 then
inform(self,CO,f (Lo ok ( r andom ang l e

� �

+

�

4

; +

7 �

4

��

; 

r

R

2

) g )

endif

On inform(TT,self,at-target(initial target))do
initial target reached:= true

End reactive

End agent
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Agent RE(I

a

; ! ) =
Begin reactive

On inform(CO,self,new-target(T))do
initial scan()
inform(self,all,initial-target(T))

On inform(CO,self,Blocked)do
ask(self,MM,diverting-target?(initialtarget))

On (inform(TT, self, imprecision(I
a

)) and ( I

a

> I

a

) ) do
ang l e := compute scan ang l e ()

If scan f inished ( ang l e ) then
ask(self,MM,diverting-target?(initial target))

else
inform(self,CO,f (Stop ; ! ) ; (Lo ok ( ang l e ) ; ! ) g )

On inform(TT,self,at-target(T)) or inform(TT,self,edge-crossed(L

l

; L

r

)) do
target:= initial target
inform(self,all, target(target))

On inform(MM,self,diverting-target(T)) do
inform(self,all, target(T))
target:= T

On inform(MM,self,diverting-edge( L

l

; L

r

)) do
inform(self,all, target(L

l

; L

r

))

On inform(MM,self,diverting-direction(� )) do
inform(self,all, target(fake target))
inform(self,CO,f (Mo v e ( � ) ; ! ) g )

End reactive

End agent

End system
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4.5 Futur e Work

Weshouldexplorethefeasibilityof usinganeconomicview of thebiddingmechanism,
asmentionedin Section4.4.5,andanalyzehow to solve thedifficult problemof credit
assignment.

The designof eachoneof the agentsof the Navigation systemshouldbe revised
accordingto theresultsobtainedthroughtheexperimentation.Thisrevisioncouldrange
from simpletuningof someof theagents’behavior to theinclusionof new agents.Some
of this changeswill be discussedin Chapter6, devotedto the experimentationwith a
realrobot.



Chapter 5

Simulation Results

In this chapterwe describethe experimentswe have carriedout throughsimulation.
We have usedsimulationfor threedifferenttasks:firstly, to checkthat themultiagent
Navigationsystemwe have designedworksproperly;secondly, we haveappliedRein-
forcementLearningtechniquesin orderto learna policy on theuseof thecamera;and
finally, wehaveusedaGeneticAlgorithm approachto tunetheparametersof theagents
in theNavigationsystem.

For thesedifferenttasks,wehaveusedtwo simulators.WestartedusingtheWebots1

simulator. On this simulatorwe implementedtheNavigationsystemandwe alsoused
it for the ReinforcementLearningtask. However, we found someproblemswith the
Webotssimulator, mainly relatedto batchexecution,which madetheexperimentation
veryslow. Althoughwewereableto getresultswhenusedfor ReinforcementLearning,
wedecidedto developourown simulator, to doextensivesimulationwith noproblems.
We usedthis new simulatorto run againthemultiagentNavigationsystem,andfor the
GeneticAlgorithm approachto tunetheparameters.

5.1 The SimulatedSystem

It hasto bepointedout thattheoverall system(thatis, theNavigation,Pilot andVision
systems)usedin the simulationsis not exactly the sameas the onedescribedin the
previous chapter(alsodescribedin [13]). Sincethe beginning of this research,four
yearsago,theNavigation,Pilot andVision systemshave beenevolving (agentsof the
Navigationsystemhave beenadded,modifiedandremoved,andthecapabilitiesof the
Pilot andVision systemshave alsochanged)until we have reachedwhat, by now, is
the definitive version,which hasjust beendescribed.This evolution hasbeenguided
by the experimentation,both on simulationandwith the real robot. The simulation
experimentsdescribedin this chaptershow the performanceof a previous versionof
our system[59, 12].

Oneof the main differencesbetweenthe simulatedsystemandthe definitive one
is that in the simulatedonethe Vision systemdid not provide informationaboutthe

1FromCyberbotics,http://www.cyberbotics.com
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distanceto thevisible landmarks;it providedtheNavigationsystemonly with angular
information.Moreover, thesimulatedVision systemhadno rangelimitation, that is, it
couldidentify any landmark,nomatterhow far it was,aslongasit wasin theview field
of thecamera.Obviously, this doesnot holdon therealVisionsystem.

Due to this lack of distanceinformation,the Map Manager agenthadto compute
thedistanceto thelandmarksusingthechangein angleof eachlandmarkonsuccessive
viewframes.Sincethechangein anglecanvaryvery little for thelandmarktherobotis
going towards(i.e. the target), it wasvery difficult to accuratelycomputethedistance
to thetarget. In thesimulatedsystem,therewasanadditionalagent,theDistanceEsti-
mator, thathelpedoncomputingthedistanceto thetarget.Theroleof thisagentwasto
movetherobotorthogonallywith respectto theline connectingtherobotandthetarget
landmarkwhile pointingthecamerain thedirectionof thetarget,sothat thechangein
anglewasmaximal,permittingthe Map Manager to computethe distanceaccurately.
The DistanceEstimatoragentcomputedthe imprecisionassociatedto the distanceto
thetarget.This imprecisionis computedas I

d

= 1 � 1 =e

��

t , where� is aparameterto
control theshapeof thefunction,and �

t

is theerror in distance,and,similarly to what
theTarget Tracker does,it is computedasthesizeof the interval correspondingto the
70% � -cut of the fuzzy numberrepresentingthe distanceto the target. The Distance
Estimatoragentbidswerea functionon this imprecision.If theimprecisionwashigh,
it bid high to move therobotorthogonally, so thedistanceto thetargetcouldbecom-
putedwith a lower error.. On the otherhand,if the imprecisionwaslow, sowerethe
bids. This agentplayeda very importantrole at thebeginningof thenavigation,since
thedistanceto thetargetwasunknown, andtherefore,theimprecisionmaximal.Thus,
theDistanceEstimatorwould bid very high in orderto let theMapManager geta first
estimateof thedistance.This agentwasalsoresponsiblefor decidingif therobothad
reachedthetarget,sinceit hadthedistanceinformation.On thedefinitive system,this
is responsibilityof theTarget Tracker.

Anotherimportantdifferenceis thatthesimulatedsystemdid not useVisualMem-
ory. That is, the Navigationsystemwasonly informedaboutthe landmarkscurrently
visible within the view field of the camera.This restrictionmadeit difficult to create
“good” beta-units,sinceall thevisible landmarkswerewithin a narrow view field, and
thus,verycollinear.

The Rescueragentalsohadsomedifferences:apartfrom gettingactive whenthe
robotwasblockedandwhentheimprecisionin thetarget’slocationwastoohigh,it also
got active whentherisk (computedandbroadcastedby theRiskManager) wasover a
threshold.Furthermore,its behavior wasto alwaysvisually scanthe surroundingsof
therobotand,afterthat,askfor adivertingtarget,not takinginto accountthereasonof
its activation.

Therewerealsodifferenceson thePilot system.Anotherpartneron theprojectwe
areinvolvedin wasresponsibleof building thePilot system.Therefore,initially, wedid
not focuson this system,anddid not worry abouthow it wasdesigned.As long asit
wasableto avoid theobstaclesencounteredin its way, its designdid notaffectatall our
coordinationmechanismnorthedesignof theagents.For thisreason,westartedusinga
built-in pilot systemof theWebotssimulatorthatusedsimulatedsonarsensorsin order
to avoid obstacles.In therealrobot,however, suchsonarsensorsarenotavailable,and,
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asexplainedin the previouschapter, the Pilot systemwe finally implementedis only
ableto detectobstaclesby bumpinginto them.

A final differenceis that the mappingandnavigationmethodusedwasnot asex-
plainedin Chapter3. Firstly, thecriterionusedto selecttopologicalregionswasbased
only on thecollinearityof theregionandits size,thus,permittingoverlappingregions,
andnotassuringacompleterepresentationof theenvironment.And secondly, thecom-
puteddivertingtargetswerealwayssinglelandmarks;thecomputationof edgesasdi-
vertingtargetswasintroducedafterexperimentingwith therealrobot.

Despiteall thesedifferences,thebasicelementsof ourapproachhavenotbeendras-
tically modifiedduring the evolution of the system:the bidding coordinationmecha-
nismhasnot beenchangedat all, andthemappingmethodhasexperiencedonly slight
modifications.

5.2 Multiagent Navigation SystemSimulation

The goal of simulationwas to checkwhetherour approach,that is, the architecture,
the bidding coordinationmechanismandthe mappingmethod,could leadto a robust
navigationsystem.

We implementedthe agentsof the Navigationsystemandtestedthe algorithmon
the Webotssimulatorandin our own developedone. Eachagentwasexecutedasan
independentthread,andthey usedsharedmemoryfor messagepassing.We alsosimu-
latedthePilot andVisionsystemsonbothsimulators.We settheparametersof eachof
theagentsby hand.Wefirst settheirvaluesintuitively, andslightly modifiedthemafter
somesimulationtrials.

As a first step,we checkedwhetherthebiddingmechanismwasableto adequately
coordinatetheagentsof theNavigationsystemandthePilot, sothat thetaskof reach-
ing the targetwasaccomplished.ThePilot systemusedwasnot ableto inform about
thepresenceof long obstaclesbetweenlandmarks,althoughit would avoid them. For
this reason,we werenot still checkingthemappingandnavigationcapabilitiesof the
system.

Figure5.1 shows a navigation run in the Webotssimulator. It shows the pathfol-
lowed by the robot from a startingpoint to a target landmark. The environmentwas
composedby a setof landmarks(shown ascircles),a river (the thick blue traversing
line) with a coupleof bridges,andsomefencesandotherobstacles.Theseobstacles
did not occludethe target landmark,so it wasvisible from any locationof the envi-
ronment.Thetaskto beperformedwasto reachthetarget(at theleft-handsideof the
world) avoidingany obstacleencounteredon theway.

At thevery beginning,thedistanceto the target is unknown, so theDistanceEsti-
matoragent(DE) bidsvery high to movetherobotorthogonallyto theline connecting
it to the target and looking to the target, so that the Map Manager canestimatethe
distanceto the target. TheTarget Tracker agent(TT) bids for moving andlooking to-
wardsthe target,but the bids of DE arehigherandthe robotmovesorthogonally. As
therobotmoves,theMap Manager computesthedistanceto thetarget,andtheimpre-
cisioncomputedby theDE decreases,causingits bidsalsoto decay. At a givenpoint,
thebidsof TT arehigherthanthoseof DE, andtherobotstartsgoing towardsthetar-
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Figure5.1: Robot’spathfrom startingpoint to thetarget

get. Sincethereareno obstaclesaround,the Pilot doesnot bid at all. However, after
someadvance,the robotencountersanobstacle,andthePilot bids very high to avoid
it, surpassingthebidsof TT andDE. Whentheobstaclehasbeentotally avoided,the
Pilot stopsbidding, thebidsof TT win again,andtherobotmovestowardsthe target.
This situationis repeatedacoupleof timesuntil therobotfinally reachesthetarget.

Although the environmentusedin this first stepwas simple, mainly becauseof
the constantvisibility of the target, simulationsshowed that the bidding coordination
mechanismworkedproperly, sinceit wasableto coordinatethedifferentagentsandthe
Pilot.

Thenext stepwasto testthemappingandnavigationcapabilitiesof theNavigation
system.In this stepwe usedour own developedsimulator, with a betterPilot system,
capableof informing about the linear obstaclesbetweenlandmarks,and with more
realisticenvironmentsincludingoccludingobstacles,so that thetargetwasnot visible
all thetime.

In Figure 5.2 we seehow the Navigation systemcomputesdiverting targetsfor
reachingthe initial target when this is lost. In this environment,filled polygonsare
occludingobstacles,andemptyonesarenon-occludingones,thus,permittingthevisi-
bility of thetargetfrom thestartingpoint. At pointA, it seesthetargetandstartsgoing
towardsit. However, at point B, it detectsan obstacle,so the Pilot forcesthe robot
to turn. Whenit reachespoint C, it cannotseethe target anymore,asit is behindan
occludingobstacle.At thispoint,adivertingtargetis computed(in thiscase,landmark
30 is selected).Therobotstartsgoingto this divertingtarget. Oncereached(point D),
anew divertingtargetis computed(landmark38 is selected),andtherobotgoestoward
it. At point E, afterreachingthecurrentdivertingtarget,a new oneis computed(land-
mark 12), which is reachedat point F. Fromthis point, it seesthe initial targetagain,
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Figure5.2: Computingdivertingtargets

Figure5.3: Associatedmap
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goesstraighttowardsit, andfinally reachesthetarget.
Someonemayaskwhy theNavigationsystemcomputedsomany divertingtargets,

insteadof trying to go towardsthe initial targetmorefrequently. The reasonwasthat
the risk was too high very often. This was becauseof the narrow view field of the
cameraand the fact that the systemwasnot using Visual Memory, thus,having too
few landmarksin sightvery often. Although theperformancewasgoodenough– the
robot reachedthe target– this behavior of constantlycomputingdivertingtargetswas
notwhatwereallywanted.Moreover, in thesituationof therobotbeingin anareawith
very few landmarks,possiblyseeingonly thetarget,therisk would bevery high,but it
would not bea wisedecisionto stopgoing towardsthe targetand,instead,computea
divertingtarget.Thatis why theRescueragentwasmodifiedsothatit did not take into
accounttherisk, aspresentedin thepreviouschapter.

In Figure5.3themapgeneratedwhile reachingthetargetis shown. Althoughinter-
nally theMap Manager agentstoresthemapasa graph,here,for clarity, we show the
triangularregionscorrespondingto the nodesof this graph. As canbe seen,the map
hasmany overlappingregions,unconnectedregionsandregionswith obstaclesinside.
Obviously, it is not a very goodrepresentationof theenvironment.In orderto obtaina
bettermapof theenvironment,we modifiedthemappingalgorithmsothat it included
theconstraintspresentedin Chapter3. As will beseenin theexperimentationwith the
realrobot(Chapter6), themodifiedmappingalgorithmobtainsmuchbettermaps.

Although in the simulation we simplified the task in comparisonto navigating
througharealenvironment(theVisionsystemworkedperfectly, withoutany limitation
on its view range,the Pilot usedsonarsfor obstacleavoidance),the resultsobtained,
showing thatthecoordinationandmappingworkedwell, werevery promisinganden-
couragedus to keepworking on therefinementof thesystemin orderto testit on the
real robot. However, even thoughthe main experimentationwasto be donewith the
realrobot,westill employedsimulationto applyMachineLearningtechniquesin order
to automaticallytunethe parametersandobtainbetterperformance.In the following
sectionswedescribehow we haveappliedthesetechniques.

5.3 ReinforcementLearning

As mentioned,eachof theagentswithin theNavigationsystemhasa biddingfunction
that is controlledby a setof internalparameters.Theseparametersneedto betunedin
orderto achieve thebestperformanceof theNavigationsystemandof theoverall sys-
tem. Although,asshown in theprevioussection,we achievedgoodresultswith hand-
tunedparameters,we wantedto explore if therewereotherparameterconfigurations
that led to betterperformanceof thesystem.Adjustingtheseparametersmanuallycan
bevery difficult, particularlybecauseof thetradeoffs confrontingthetop-level agents.
An alternativeto manualtuningis to employ MachineLearningtechniques,specifically
ReinforcementLearningmethods[64]. In this section,we describesomeexperiments
to test the feasibility of applyingReinforcementLearningwithin this multiagentsys-
tem.

ReinforcementLearningis oneof themostcommonlyusedlearningtechniquesin
Robotics. In Behavior-basedarchitectureslearningcan be appliedat two levels: at
the coordinationlevel, wherethe goal is to apply learningto the coordinationsystem
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Figure5.4: Modified navigationsystem,with thenew agent

[44, 28], or at thebehavior level, wherethe goal is to apply learningto the individual
behaviorsof thesystem[45, 14]. In ourcase,wehavetakenthelatterapproach[10, 11].

Ideally, wewouldliketo applyReinforcementLearningto tuneall of theparameters
of all of the agentsin the system.However, this is a very difficult problem,andit is
not clear that ReinforcementLearningis the bestsolutionat all levels of the system.
Instead,wehavechosento focusonaparticularlearningproblemwithin theNavigation
system.ReinforcementLearningis mostneededandmostappropriatein caseswhere
there is a complex, quantitative tradeoff betweenbehaviors. In suchcases,manual
tuningis difficult, andthequantitativecriterionof maximizingexpectedreward,which
is thegoalof ReinforcementLearning,permitsusto representthetradeoff nicely.

Within the Navigation system,sucha tradeoff exists betweenthe Target Tracker
agent,the RiskManager, andthe DistanceEstimator— recall that we usethe initial
versionof thesystem,asdescribedin Section5.1.TheTargetTracker wantsto know the
exactheadinganddistanceto thetargetat all times. This canbeachievedby pointing
the cameraat the target andmoving towardsit. The Risk Manager wantsto ensure
that therobot is surroundedby a rich network of landmarksso that the robotdoesnot
get lost. This canbeachievedby pointing thecamerain variousdirectionsaroundthe
robot to identify andtrack landmarks.Finally, the DistanceEstimatorseeksto know
accuratedistancesto thetargetlandmark.This canbeachievedby pointingthecamera
in the directionof the target while moving the robot orthogonallyto the directionof
thetarget. In additionto this conflict, theNavigationsystemmustnot monopolizethe
camera,becausethePilot needsto useit for obstacleavoidance.

Insteadof trying to learntheappropriatevaluesfor eachof theparametersof these
agents,we proposeto replacetheTarget Tracker, theRiskManager, andtheDistance
Estimatorby a new Learning Agent that learnsits behavior throughReinforcement
Learning. We formulatethe reward function for this agentso that it is rewardedfor
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reachingthe currenttarget locationwhile minimizing the useof the camera.The two
remainingagentshave very different roles. The Map Manager maintainsthe beta-
coefficient map,but doesnot bid on actions.Theonly remainingbiddingagentis the
Rescuer, which is responsiblefor the higher-level choiceof diverting targetswhen-
ever the robotbecomesblocked. This activity is better-implementedby pathplanning
algorithmsthanby ReinforcementLearning,sowe havenot includedtheRescuer’s re-
sponsibilitieswithin theLearningAgent. Themodifiedarchitecturefor theNavigation
systemis shown in Figure5.4.

5.3.1 The Task to be Learned

The task confrontingthe Learning Agent is to chooseactions(for both motion and
vision) in order to reachthe currenttarget location while minimizing the useof the
camera.The Map Manager informs the LearningAgent aboutthe target location. If
therobotbecomesblocked,theRescuerwill asktheMap Manager for a new target(a
diverting target),andthenthe LearningAgent will take control andchooseactionsto
reachthatnew target. Oncethedivertingtargetis reached,theRescuermaybeableto
setthecurrenttarget to betheoriginal goal,andthentheLearningAgentwill attempt
to moveto thattarget(andhence,solve theoriginal task).

5.3.2 The ReinforcementLearning Algorithm

Therearetwo generaltypesof ReinforcementLearningalgorithms:Model-basedand
Model-free. Model-basedalgorithmslearna transitionmodel P ( s

0

j s; a ) for the envi-
ronment,wheres is thestateof theenvironmentat time t , a is anactionto beexecuted,
and s

0 is theresultingstateof theenvironmentat time t + 1 . Model-basedalgorithms
also learn a reward model R ( s; a; s

0

) , which gives the expectedone-stepreward of
performingaction a in states andmakinga transitionto states

0 . Oncethesemodels
havebeenlearned,dynamicprogrammingalgorithms[6] canbeappliedto computethe
optimalvaluefunction V

� andtheoptimalpolicy �

� for choosingactions.
In contrast,model-freemethods(suchasQ learningandSARSA(� )) directly learna

valuefunction V

� by repeatedlyinteractingwith theenvironmentwithoutfirst learning
transitionor rewardmodels.They rely on theenvironmentto “model itself”. For robot
learning, however, model-freemethodsare impractical, becausethey require many
more interactionswith the environmentto obtain good results. They make sensein
simulatedworldswherethecostof performinganactioncanbemuchlessthanthecost
of storingthetransitionandrewardmodels,particularlyif theenvironmentis evolving
over time. But thecostof performinganexperimentalactionwith a real robot is very
high.

Hence,for our experiments,we have chosenthemodel-basedalgorithmknown as
PrioritizedSweeping[49]. PrioritizedSweepingworksasfollows. At eachtime step,
the learnerobservesthe states of the environment,choosesanaction a , performsthe
action,receivesaone-stepreward r , andobservestheresultingstates

0 . Thelearnerthen
updatesits estimateof P ( s

0

j s; a ) andof R ( s; a; s

0

) usingthe observed resultstates

0

andtheobservedreward r . Finally, thelearnerperformsthe k mostimportantBellman
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backupsto updateits estimateof thevaluefunction V . A Bellmanbackupin states is
computedasfollows:

V ( s ) := max

a

X

s

0

P ( s

0

j s; a )[ R ( s; a; s

0

) + V ( s

0

)]

This is essentiallyaone-steplookaheadthatconsidersall possibleactionsa andall pos-
sibleresultingstatess

0 , computestheexpectedbacked-upvalueof eacha , andassigns
themaximumsuchvalueto bethenew estimateof V at states .

PrioritizedSweepingmaintainsa maximizingpriority queueof statesin which it
believesa Bellmanbackupshouldbeperformed.First, it performsa Bellmanbackup
for themostrecentstates . In eachBellmanbackup,it computesthechangein thevalue
V ( s ) resultingfrom thebackup:

�( s ) =

�

�

�

�

�

V ( s ) � max

a

X

s

0

P ( s

0

j s; a )[ R ( s; a; s

0

) + V ( s

0

)]

�

�

�

�

�

After performingtheBellmanbackup,PrioritizedSweepingconsidersall statess

� that
areknown predecessorsof s , andcomputesthe potentialimpact C of the changein
V ( s ) on thechangein thevalueof s

� accordingto

C ( s

�

) =

X

a

P ( s j s

�

; a )�( s )

It thenplacesthestates

� onthepriority queuewith priority C ( s

�

) . Finally, Prioritized
Sweepingperformsk � 1 iterationsin which it popsoff the statewith the maximum
potentialimpact,performsa Bellmanbackupin that state,andthencomputesthe po-
tential impactof thatbackupon all predecessorstates.In our experiments,k = 5 . (In
our implementation,we actuallyusethestate-action,or Q , representationof thevalue
functionratherthanthestatevaluefunction V . We havedescribedthemethodusing V

in orderto simplify thepresentation.)
PrioritizedSweepingis essentiallyanincrementalform of valueiteration,in which

the most importantupdatesare performedfirst. Becauseevery interactionwith the
environment is appliedto updatethe model, Prioritized Sweepingmakes maximum
useof all of its experiencewith the environment. Prioritized Sweepingis an “off-
policy” learningalgorithm.During thelearningprocess,any explorationpolicy canbe
employedto chooseactionsto execute.If theexplorationpolicy guaranteesto choose
every action in every stateseveral times, thenPrioritizedSweepingwill converge to
the optimal action-selectionpolicy. We employ � -greedyexploration. In this form of
exploration,whentherobotreachesstates , it executesarandomactionwith probability
� . With probability 1 � � , it executestheactionthatis believedto beoptimal(according
to thecurrentvaluefunction V ). Tiesarebrokenrandomly.

We representboththetransitionmodel P ( s

0

j s; a ) andtherewardmodel R ( s; a; s

0

)

by three-dimensionalmatriceswith onecell for eachcombinationof s , s

0 , and a . This
techniquewill only work if thestateandactionspacesaresmall.Therearetwo reasons
for this. First, the tablesmustfit into memory. Second,the time requiredfor learning
is proportionalto thenumberof cells in thesetables,becausetheLearningAgentmust
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Figure5.5: Divisionof environmentin sectors.Thearrow showsthedirectionin which
therobotis facing(directionof motion,not directionof gaze)

experiencemultiple visits to eachstates so that it canperformeachaction a several
timesandgatherenoughdatato estimateP ( s

0

j s; a ) and R ( s; a; s

0

) . Hence,the most
challengingaspectof applyingReinforcementLearningis theproperdesignof thestate
representation.

StateRepresentation

We want theLearningAgent to learna generalpolicy thatworksfor any environment,
independentlyof thelocationsof thelandmarksandtargets.Hence,our staterepresen-
tation mustnot directly employ the locationsof the landmarks.Moreover, the robot
cannotdirectlyobservethecompletestateof theenvironment,whichwould includethe
locationof therobot,all obstacles,andall landmarks!Instead,thetaskof therobot is
to learn,underconditionsof incompleteknowledge,aboutthe locationsof obstacles,
landmarks,andtargets.

Statespacesthatencodeincompleteknowledgeareknown as“belief statespaces”
[15]. The purposeof a belief staterepresentationis to capturethe currentstateof
knowledge of theagent,ratherthanthecurrentstateof theexternalworld. In our case,
the Learning Agent is trying to move from a startingbelief statein which it knows
nothing to a goal belief statein which it is confidentthat it is locatedat the target
location. Along theway, it seeksto avoid gettinglost (which is a belief statein which
it doesnot know its locationrelative to thetargetposition).

To explain our staterepresentation,we begin by defininga setof belief statevari-
ables.Thenweexplainhow thesearediscretizedto provideasmallsetof featureseach
taking on a small setof values,so that P ( s

0

j s; a ) and R ( s; a; s

0

) canbe represented
with smalltables.

At any given point in time, the headingsto all objects(landmarksand the target
position)aredivided into six sectors.The field of view of the robot is 60 degrees,so
at any point in time, therobotcanobserve onesector, seeFigure5.5. For eachsector,
we representinformationaboutthe numberof landmarksbelievedto be in that sector
andthe precisionof our beliefsabouttheir headingsanddistances.This information
is gatheredfrom an initial versionof the Visual Memory that constantlyupdatesthe
locationof theseenlandmarks,andto which theLearningAgenthasaccess.

Giventhesesectors,thefollowing statevariablescanbedefined:

� Distanceto target,andits imprecision,D ( t ) ; I

d

( t )
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� Headingto target,andits imprecision,H ( t ) ; I

h

( t )

� Thelandmarksin eachsector, L ( s ) = f l

1

; :::; l

n

s

g

� Numberof landmarksin eachsector, N ( s ) = min(4 ; j L ( s ) j )

� Average imprecision of landmarks in each sector, I ( s ) =

1

N ( s )

P

l 2 B est (4 ;L ( s ))

I ( l )

We now explain eachof these.ThedistanceD ( l ) to a landmark(or D ( t ) to thetarget)
is a fuzzy numberin therange[0 ; 1 ] . Theheadingto a landmarkH ( l ) (or H ( t ) to the
target)is afuzzynumberwith range[0 ; 2 � ] . For eachof these,its imprecision( I

d

( l ) for
distance,I

h

( l ) for heading)is definedby takingthesizeof the interval corresponding
to the70% � -cut of thefuzzynumber.

Theimprecisionof a landmarkis computedusingtheequation3.3alreadygivenin
Section3.2.2:

I ( l ) = � � tanh( � � I

d

( l )) + (1 � � ) �

I

h

( l )

2 �

For anexplanationof theequationseethementionedsection.
We summarizetheagent’sknowledgeof thelandmarksin eachsectorby averaging

theimprecisionof thefour most-precisely-knownlandmarks.Thefunction B est : N �

2

L

! 2

L selectsasubset,B = B est ( n; L ) , of agroupof landmarks,L = f l

1

; :::; l

m

g ,
suchthat j B j � n ^ 8

l 2 B

8

l

0

2 L � B

I ( l ) � I ( l

0

) . Having 4 landmarksin onesectoris
alreadyverygood,sinceonly 3 landmarksareneededto usethebeta-coefficientsystem
network. Furthermore,we donot wantthesemeasuresto beaffectedby badlandmarks
whenwe have somethat aregoodenough.That is why we use B est (4 ; L ( s )) when
computingI ( s ) .

Features

After computingthesestatevariables,wecombineanddiscretizethemto defineasmall
numberof featureseachof which takeson a small numberof values. Thesefeatures
definethestatespace,andthey areusedto accessthetablesP ( s

0

j s; a ) , R ( s; a; s

0

) and
V ( s ) in thelearningphase,andalsoto access� ( s ) for policy exploitation.

We employ thefollowing features:

� TargetDistance,D ( t ) , discretizedto 5 intervals.

� TargetLocationImprecision:measureof imprecisiononthelocationof thetarget,
I ( t ) , discretizedto 7 intervals.

� LandmarkCount:averagenumberof landmarksover thesix sectors,
C =

1

6

P

5

s =0

N ( s ) , discretizedto 4 intervals.

� LandmarkImprecision:averageimprecisionof landmarks’locationsin eachsec-
tor, I =

1

6

P

5

s =0

I ( s ) , discretizedto 7 intervals.

This givesa totalof 980belief states.
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Actions

JustasReinforcementLearningrequirescarefuldesignof thestatespaceto ensurethat
it is compact,it alsorequirescarefuldesignof the actionsetto ensurethat it is small
but alsosufficient for therobotto achieve its goals.

Physically, therobotis ableto simultaneouslyperformtwo typesof actions:moving
actionsandlookingactions.Moving actionsmake therobotmove in a givendirection.
Lookingactionsemploy thecamerato identify or tracklandmarksin theenvironmentin
specifiedsectors.TheVisionsystemcaneithersearchfor new landmarksor re-acquire
already-detectedlandmarks,but it is notableto doboththingsatthesametime,because
differentimageprocessingroutinesarerequiredfor each.In eithercase,however, the
Vision systemreturnstheheadinganddistanceto thelandmarksit detects.

An additionalconstrainton thedesignof actionsis that theVision systemis most
effectivewhentherobotis moving in certaindirectionsrelative to thelandmarksbeing
observed.

Giventheseconstraints,wehavedesignedthefollowingsetof actionsfor theLearn-
ing Agent:

� Move Blind (MB): move toward the target (i.e., in the direction in which the
targetis believedto be).Do notusetheVisionsystem.

� MoveandLook for Landmarks(MLL): movetowardthetarget.Pointthecamera
in thesectorthatcontainsthe fewestnumberof known landmarks,andlook for
new landmarksin this sector.

� Move Orthogonallyto Target (MOT): move orthogonallyto thedirectionof the
target. Pointthecameraat thetargetandattemptto improve theprecisionof the
headinganddistanceto thetarget.

� Move andVerify Landmarks(MVL): move toward the target. Point thecamera
to thesectorwith themaximumimprecision,I , andattemptto re-acquireknown
landmarksandmeasuretheirheadinganddistancemoreaccurately.

� Move and Verify Target (MVT): move toward the target. Point the cameraat
thetargetandattemptto re-acquireit andmeasureits headinganddistancemore
accurately.

Theseactionsshouldaffect thestatevariablesasfollows. All actionsexceptMOT
makethedistanceto thetargetdecrease.MB makesall imprecisionsgrow. MLL should
increasethenumberof detectedlandmarks.MOT shouldreducetheimprecisionabout
the target’s location, while MVL shouldreducethe overall imprecision. MVT also
reducesthe imprecisionof the target’s location,but not asmuchasMOT. All actions
requirethat the headingto the target is known (at leastapproximately).The heading
is chosenas the centerof the fuzzy interval for H ( t ) . If the headingis completely
unknown, the centerof this interval is � . This causesthe robot to “pace” backand
forth, turning180degrees( � radians)eachtimeanactionis executed.

We have assignedan immediatereward to eachaction to reflect the load on the
Visionsystemandthemotionsystem.Therewardsarenegative,becausethey arecosts.
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MB is the cheapestaction,sinceit doesnot usethe camera. It hasa reward of � 1 .
MVL andMVT producea reward of � 5 , sincethey make moderatedemandson the
Visionsystem.MOT givesarewardof � 6 , becauseit requiresmoremotionin addition
to thesameimageprocessingasMVL andMVT. Finally, MLL is themostexpensive,
with a rewardof � 10 , becauseit mustdoextensiveimageprocessingto searchfor new
landmarksandverify thatthey arerobustto changesin viewpoint.

The systemreceivesa reward of 0 when it reachesthe target location. The Re-
inforcementLearningobjective is to maximizethe total reward. In this case,this is
equivalentto minimizing thetotal costof theactionstakento reachthetarget.

5.3.3 Experimentation

WehaveemployedtheWebotssimulatorto performourexperiments.Theenvironment
containsasetof landmarks,oneof whichis designatedasthetarget.Thereis alsoawall
thatsurroundstheregion in which therobot is navigating. Thelandmarksaretheonly
objectsin theenvironment.Therearenoobstacles,asobstacleavoidanceis handledby
thePilot system.However, therobotcanbeblockedby thelandmarksor by thewall. In
eachtrial, therobotstartsat a randomlocationin this environment,andit hasto reach
thetarget.Thetrial terminatesunderthreeconditions:(a) if therobotreachesthetarget
(andis confidentthatit hasreachedthetarget),(b) if therobot takes500stepswithout
reachingthetarget,or (c) if therobotis blocked.Whenthetrial is finished,thenext one
beginswith anotherrandominitial locationfor therobot.

In orderto seeif the performanceof the systemimprovesafter learning,we com-
paredit with a hand-codedpolicy. The hand-codedpolicy usedthe samediscretized
featuresasthe learningalgorithm(Target Distance,LandmarkCount,LandmarkIm-
precisionandTargetLocationImprecision).The following tableshows thepolicy for
choosinganactiondependingon thevaluesof thesefeatures:
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hig h l ow � � MLL
hig h : l ow hig h � MVL
hig h : l ow : hig h hig h MOT
hig h : l ow : hig h : hig h MB

: hig h � hig h hig h MVL
: hig h � : hig h hig h MVT

v er y l ow � � : hig h MVT
l ow � � : hig h MB

wherehig h , l ow and v er y l ow aredefinedasfollows:
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Variable v er y l ow l ow hig h

TargetDistance < 1 � 2 > 2

TargetLocationImprecision – < 5 � 5

LandmarkCount – < 2 � 2

LandmarkImprecision – < 5 � 5

The readershouldnote that this hand-codedpolicy is not the sameas the policy
producedby thehand-codedbiddingfunctionsdescribedin Chapter4. Wehavechosen
this policy becauseit allows us to debug andtestthe LearningAgent separatelyfrom
therestof themulti-agentsystem.

TheLearningAgentwastrainedfor 2000simulatedtrials. At regular intervals,the
learnedvaluefunctionwastestedby placingtherobotin 100randomly-chosenstarting
locations,runningonetrial from eachlocation,andmeasuringthetotalreward,thetotal
numberof actions,andwhethertherobotsucceededin reachingthetargetposition.The
samesetof 100startinglocationswasemployedin eachtestingperiod.Thehand-coded
policy wasalsoevaluatedon these100startinglocations.

First,let usconsiderthefractionof successfultrials. Figure5.6showsthatevenafter
only 100 trials, the LearningAgent is alreadyout-performingthe hand-codedpolicy.
After 2000trials, theLearningAgentsucceedsin reachingthetargetin 84 of thetrials,
comparedto only 24 for thehand-codedpolicy. Fromtheseresultswe alsoseethatour
hand-codedpolicy wasprettybad. Althoughwe couldhave tried to rewrite thepolicy
to improve its performance,the resultsshow thatReinforcementLearningcangreatly
helpon solvingcomplex tradeoffs, verydifficult to handlemanually.
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Figure5.6: Numberof successfultesttrials asa functionof theamountof training

A secondway of analyzingthe performanceof the LearningAgent is to compute
theaveragerewardpertrial, thenumberof actionsper trial, andthenumberof actions
of eachtype. Table5.1 displaysthis informationafter2000training trials. Eachvalue
is averagedover five test runs. The only differencebetweentest runs is the random
numberseedfor theWebotssimulator. Weseethatwhile thehand-codedpolicy receives
anaverageof � 858 unitsof reward,thelearnedpolicy only receives� 336 units,which
is a hugeimprovement. In addition,the LearningAgent on the averageonly requires
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Table5.1: Comparisonof the LearningAgent (LA) andthe hand-codedpolicy (HC)
after2000trainingtrials.

Rewardpertrial Actionspertrial MB MOT MVT MVL MLL
HC -858 153.33 4.94 18.59 0.52 121.96 7.32
LA -336 49.95 11.41 6.52 5.61 4.97 21.43

50 stepsto terminatea trial (reachthe goal, becomeblocked, or execute500 steps)
comparedto 153stepsfor thehand-codedpolicy. Actually, theLearningAgent never
terminatesbecauseof reachingthe500-steplimit.

Table5.1containsotherinterestinginformation.In particular, weseethattheLearn-
ing Agent haslearnedto performfewer MOT andMVL actionsandmoreMB, MVT,
andMLL actions. Note particularly that the LearningAgent is executingan average
of 11.4MB (Move Blind) actionsper trial, comparedto only 4.9 for the hand-coded
policy. Oneof thegoalsof applyingReinforcementLearningwasto find a policy that
freedthecamerafor useby thelow-levelobstacleavoidanceroutines,andthisis exactly
whathashappened:thehand-codedpolicy usesthecamera96%of thetime,while the
LearningAgent usesit only 77% of the time. On the otherhand,we weresurprised
to seethat the Learning Agent choosesto executethe most expensive action,MLL,
sooften (21.4timesper trial, comparedto only 7.3 timesper trial for thehand-coded
policy). Certainly, it hasfound that a mix of MLL andMB givesbetterreward than
the combinationof MVL andMOT that is producedby the hand-codedpolicy. The
LearningAgentspendsmuchmoretimelooking for new landmarksandmuchlesstime
verifying thedirectionanddistanceto known landmarks.

5.3.4 Future Work

Althoughtheobtainedresultsshow thattheLearningAgenthaslearnedto selectactions
to resolve the complex cameratradeoff, we needto integrateit into the overall multi-
agentsystem(asdepictedin Figure5.4),to seeif theperformanceof thewholesystem
is alsoimproved. Even thoughthe LearningAgent knows which actionsit hasto bid
for (following the learnpolicy), it is not clearhow its biddingfunctionshouldbe(e.g.
constant,dependingon thevaluesof V ( s ) ).

Somemorefurtherwork will befocusedon thedesignof thestateandfeaturerep-
resentationandthe setof availableactions. Asadaet al. [5] proposeda solutionfor
copingwith the “state-actiondeviation problem”, in which actionsoperateat a finer
grainthanthefeaturescanrepresent,having theeffect thatmostactionsappearto leave
thestateunchanged,andlearningbecomesimpossible.Weplanto evaluatethesuitabil-
ity of this approachin our experiments.Regardingtheactionsetdesign,we foundthat
thesetof availableactionswasmaybetoosmallandsomemoreactionsmaybeneeded.
We areworking on an “action refinement”method[20] that exploits prior knowledge
informationaboutthesimilarity of actionsto speedup thelearningprocess.In this ap-
proach,thesetof availableactionsis larger, but in orderto not slow down thelearning,
the actionsaregroupedinto subsetsof similar actions. Early in the learningprocess,
theReinforcementLearningalgorithmtreatseachsubsetof similar actionsasa single
“abstract”action,estimatingP ( s

0

j s; a ) notonly from theexecutionof actiona , but also
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from theexecutionof its similaractions.Thisactionabstractionis lateronstopped,and
theneachaction is treatedon its own, thus, refining the valuesof P ( s

0

j s; a ) learned
with abstraction.

5.4 Evolving the Multiagent Navigation System

As we have alreadymentionedpreviously, our Navigationsystemis decomposedinto
a setof differentagentsthat areresponsiblefor differenttasks. Eachof theseagents
hascertainparametersthataffect its biddingbehavior. Trying to manuallyfind thebest
valuesfor theparametersof thebiddingfunctionsis anextremelydifficult task.In this
sectionwedescribetheapplicationof anevolutionaryapproachto dothisoptimization.

5.4.1 Navigation Tasks

For a givenenvironmentwe considertwo differentnavigationtasks.Eachoneof them
with a differentlevel of complexity. Thebestparametersetmaychangedependingon
thecomplexity of thetask.We conjecturethattheparametersfounddependmainly on
the complexity of the navigation taskandnot so muchon the structureof the overall
environment.Thiscomplexity is dependent,thoughnotequal,to thecartographiccom-
plexity of theworld in which theagentmoves,andis basedon thefollowing factors:

1. Numberof visible landmarksat any time

2. Densityof obstaclesin theregionof navigation

3. Visibility of thetargetat any time

Usingthis notionof navigationalcomplexity, thetotal spaceof all navigationtasks
canbesplit into two representative classes:going towardsthe target freeof obstacles,
andreachingtargetslocatedbehindobstacles.In our experimentswe useclustersC

1

(encircledtargetsin Figure5.7) and C

2

(encircledtargetsin Figure5.8)asrepresenta-
tivesof thetwo taskcomplexity classes.Thebestparametersetis determinedfor both
theseclasses.The aim of the experimentsis to endow the Navigation systemof the
robot with thecapabilityto switchbetweenthesetwo parametersetsaccordingto the
actualtaskcomplexity it is facing.

5.4.2 The Agents

Although a detaileddescriptionof the agentswasalreadygiven in Chapter4, aswell
asthedescriptionof thedifferencesbetweenthesimulatedsystemandthefinal system,
(givenat thebeginningof thischapter),wereview theparametersof eachof theagents:

� Target Tracker ( �; � ; �

1

; �

2

)

– � : controlshow rapidly the bids for moving towardsthe target decrease,
bid ( mov e ( � )) = �

1

(1 � I

1 =�

a

) ; high valuesof � make bids increasefast,
while low valuesmakebidsincreaseslowly
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Figure5.7: ClusterC1

Figure5.8: ClusterC2
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– � : controlstheshapeof theimprecisionfunction, I

a

=

�

�

�

2 �

�

�

; highvalues
make it increaseslowly, while low valuesmake it increasefast

– � 1 : maximumvaluefor moving actionsbids

– � 2 : maximumvaluefor looking actionsbids

� DistanceEstimator ( �; �; Æ )

– � : controlstheshapeof thedistanceimprecisionfunction, I

d

= 1 � 1 =e

��

t ;
high valuesof � make theimprecisiongrow fast,while low valuesmake it
increaseslowly

– �; Æ : controls the at target computation;it considersthat the robot has
reachedthe target if the upperboundof the � -cut of level � of the fuzzy
numbermodelingthedistanceto thetargetis lessthanÆ timesthebodysize
of therobot

� Risk Manager ( 

A

; 

B

; 

r

)

– 

A

; 

B

: controltherelative importanceof thepositionof landmarks,ahead
andaround,respectively, usedin therisk computation,

R = 1 � min

�

1 ; q

A

�

j A j

6

�



A

+ q

B

�

j B j

6

�



B

�

– 

r

: maximumvaluefor lookingactionsbids

� Rescuer( I

a

; R )

– I

a

: imprecisionthreshold,abovewhich this agentgetsactive

– R : risk threshold,abovewhich this agentgetsactive

5.4.3 The GA algorithm

Representation

We seekto optimizethe Navigation systemwith respectto its 10 parameters:Target
Tracker ( � , � , �

1

, �

2

), DistanceEstimator( � ), RiskManager ( 

A

, 

B

, 

r

), andRes-
cuer ( I

a

, R ). The DistanceEstimator’s parameters� and Æ are fixed to 0.7 and 2
respectively sincethey do not affect theefficiency of thesystem.We usea realvalued
chromosome,eachchromosomebeinga vectorof 10 dimensions(seeFigure5.9). The
initial populationis generatedrandomly.



5.4. Evolving the Multiagent Navigation System 75

Evaluation

Eachindividualin thepopulationspecifiesaparticularparametersetfor thesystem,and
is evaluatedby runninga simulationwith thespecifiedparametersin a givenenviron-
ment.Considerthat theagentnavigatesfrom aninitial position p

0

to thetargetcluster
C containingthe n target positions( t

1

, t

2

, ..., t

n

) and that it takes d

i

stepsto reach
thetarget t

i

from p

0

with a successvalue s

i

. A thresholdis definedfor thenumberof
stepsthataretakento reachthe target,above which theagentis saidto have failed in
its attemptto navigateto thetarget(i.e. its successvalueis 0, otherwiseit is 1).

This formalizationgives the cluesto definethe fitnessfunction that permits the
selectionof thebestparametersets.It is clearthattheaveragecostof reachinga target
from the initial position p

0

is definedasthe summationof the stepsrequiredto reach
eachtargetdividedby thenumberof targets.Thatis,

c =

P

n

i =1

d

i

n

Similarly, we cannaturallydefinetheaveragesuccessvalueas:

s =

P

n

i =1

s

i

n

Thebestbehavior for anavigationsystemis theonethathasahighsuccessratewith
a low averagecostandwith a low standarddeviationfor thisaveragecost,�

c

. Thus,we
definethefitnessfunctionasfollows:

f =

s

c + �

c

Evolution

We follow anelitist approach.Thatis, from apopulationof individuals,thefittestindi-
vidual is passedto thenext generation.Theremainingindividualsform thepool from
which the new generationoffspring arecreated.We randomlyselecttwo individuals
from the mating pool whosefitnessis over a randomlydeterminedvalue. Then we
applycrossoverandmutationon themto generatenew individuals:

begin
counter:= 0;
repeat

r := generatea randomnumber;
i := find thefirst individual whosefitness� r;
r’ := generatea randomnumber;
i’ := find thefirst individual whosefitness� r’;
applycrossover operatoron i andi’;
applymutationoperatoron i andi’;
counter:= counter+1;

until counter= populationsize/ 2
end
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Figure5.9: Chromosomewith thesetof parameters

Crossover

A simple two point crossover is usedwith the two parentsexchangingtheir genetic
materialbetweentwo randomlygeneratedbreakpointsin the genestring. A point to
noteis thatthechromosomesarebrokenonly atagentboundaries(seeFigure5.9).The
ideais thatoneof theparentsmayhavegoodgenesfor aparticularagentwhile theother
parentmayhave goodgenesfor anotheragent.This way thecrossover couldresultin
anoffspringhaving ahigherfitnessvaluethanbothits parents.

Mutation

The mutationoperatorfor the geneticalgorithm hasbeenadoptedfrom the Breeder
GeneticAlgorithm [53]. Givenany setof parametersasa chromosome,we canview
it asa point x within a 10 dimensionalspace.Using our mutationoperator, we seek
to searchfor optimality within a “small” hypercubecenteredat x. How small this
hypercubeis, dependson the rangesin eachparametricdimensionwithin which we
allow the chromosometo mutate. The parametricdimensionsarenot homogeneous,
hencemutationrangesdiffer for eachdimension,being directly proportionalto the
varianceallowed in that parameter. Another featureof this mutationoperatoris that
while it searcheswithin thehypercubecenteredatx, it testsmoreoftenin theveryclose
neighborhoodof x, the ideabeingthat,while we want to conducta global searchfor
optimumusingour recombination,mutationis usedfor a morerestrictedlocal search.
Having understoodthebroadfeatureswhich themutationoperatorshoulddemonstrate,
we formally definethemutationasfollows:

Given a chromosomex, eachparameterx

i

is mutatedwith probability 0.1. The
numberof parametersbeing10impliesthatat leastoneparameterwill beprobablymu-
tated.Further, giventhemutationrangefor theparameterx

i

as r ange

i

, theparameter
x

i

is mutatedto thevalue x

i

� givenby

x

i

�

= x

i

� r ang e

i

� �

As previously discussed,� shouldbesuchthat it lies between0 and1 (to generatethe
hypercubecenteredat x ) andalsoit shouldprobabilisticallytake on smallvaluessoas
to testmoreoftenin thecloseneighborhoodof x . This is realizedby computing� from
thedistribution

� =

X

j

�

j

2

� j

whereeach�

j

is probabilisticallyeither0 or 1.
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C1 1.731 2.03 0.314 0.493 0.355 0.240 0.521 0.054 0.386 0.215
C2 1.231 2.12 1.0 0.564 0.178 1.377 4.39 0.707 0.871 0.906

Table5.2: Optimal parametervaluesfor eachof the clustersfor oneexecutionof the
GA over100generations

Diversity

Theconvergenceof thegeneticalgorithmis estimatedthroughits populationdiversity.
Initially, thepopulationhasa high diversitysinceall the individualsarerandomlyse-
lected.As thealgorithmconverges,theindividualsin thepopulationconvergetowards
the bestsolution,thusdecreasingthediversity. In our case,the individualsarepoints
in a heterogeneousdimensionspace,with � , � , 

A

and 

B

2 <

+ while theotherpa-
rametersrangingbetween0 and1. Hencewe usetheMahalanobisdistancemeasureto
determinethediversityof a population[22].

TheMahalanobisdistancetakesinto accounttheheterogeneityin dimensionsand
correspondinglyscaleseachdimensionwhile estimatingthe distancebetweentwo
points. Given a set of data points f z

i

g with eachdata point z

i

being an n-tuple
h z

ij

j 1 � j � n i , theMahalanobisdistanced

m

betweentwo points z
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is given
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Here� is the n � n variance-covariancematrixfor thegivendatapoints.To comparethe
diversity of populationsacrossgenerations,the covariancematrix is computedtaking
into accountall the chromosomesover all generations.The diversity of a population
is thencalculatedasthe averageMahalanobisdistanceof eachchromosomefrom the
meanchromosome.

5.4.4 Results

The geneticalgorithmwasrun on the two taskcomplexity classesrepresentedby the
targetclustersC

1

and C

2

in our simulator. Thepopulationsizewasof 20 individuals,
andweranthegeneticalgorithmfor 100generations.Theinitial positionwasthesame
for bothtasks,with thecrossoverandthemutationratesbeing0.8and0.1respectively.
In the algorithm, four of the parameters— � , � , 

A

and 

B

lie on the positive real
axis andhencewe have to choosean upperlimit on the real line. This upperlimit
is importantsincea low upperlimit value implies that we implicitly restrictour real
valuedparametersto thatlimit, while ahighupperlimit valuemayincreasethenumber
of generationsfor which the geneticalgorithm may have to be run sincethe initial
randomgenerationwill beverydisperse.� and � areexponentsof numberslessthan1
andhencetheir largevalueswill not beuseful.Keepingthesefactorsin consideration,
theupperlimit valuehasbeenfixedto 5 in oursimulations.

The geneticalgorithmconvergesto an optimal solutionfor eachclusterascanbe
seenin Figures5.10-5.15.By optimal solutionwe refer to the bestsolutionthe algo-
rithm hasfound,which may not necessarilybe the optimal solutionto the navigation
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Figure5.10:Fitnessof thefittestindividualalonggenerations(clusterC

1

)

Figure5.11:Averagefitnessof thepopulationalonggenerations(clusterC

1

)

Figure5.12:Mahalanobisdiversity(clusterC

1

)
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Figure5.13:Fitnessof thefittestindividualalonggenerations(clusterC

2

)

Figure5.14:Averagefitnessof thepopulationalonggenerations(clusterC

2

)

Figure5.15:Mahalanobisdiversity(clusterC

2

)
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Goingto C

1

Goingto C

2

s c f s c f

C

1

set 1 50.5 0.017 0.5 127.5 0.003
C

2

set 0.5 42.5 0.011 1 122 0.007
HT set 0.5 69 0.005 0 – 0

Table5.3: Resultsobtainedby thedifferentparametersets

task. The optimal valuesfor someof the parametersdiffer significantly for the two
clustersasshown in Table5.2.Theparametersassociatedto thebiddingfunctionof the
RiskManager agentdiffer the mostbetweenthe two clusters.This is so becausethe
RiskManager is very sensitive to thecomplexity of the task. Themoreobstacles,the
highertherisk of losingsightof landmarks.

In order to checkthe resultsobtainedfor eachof the clusters,we have testedthe
two parametersetsfoundby thegeneticalgorithmon thetwo differentnavigationtasks
(goingto clusterC

1

andgoingto clusterC

2

). We have alsotestedour original param-
eterset,which we setby hand,on thesametwo navigationtasks.Theresultsobtained
by eachsetoneachof thetasksareshown in Table5.3. For eachtask,themeanaverage
successvalue( s ), averagecost( c ) andthefitnessvalue( f ) is computed.As expected,
theparametersetfoundfor clusterC

1

performsperfectlywhengoingto clusterC

1

and
it only reachesthetargetsof clusterC

2

50%of thetime. On theotherhand,theparam-
etersetfoundfor clusterC

2

reachesthetargetsof clusterC

2

all thetimes,while it only
reachesthe targetsof cluster C

1

50% of the time. Finally, the hand-tunedparameter
setreaches50%of the time for targetsin cluster C

1

, andnever reachesthe targetsof
cluster C

2

. Therefore,the evolutionaryapproachhasimproved the global navigation
behavior.

In Figures5.16and5.17we canseesomepathsfollowedby the robotusingeach
of the parameterseton eachof the tasks. Successfulpathsareonly shown for those
parametersetwith asuccessvalueof 1. Otherwise,anexampleof afailingpath(marked
with acrossat its end)is shown.

5.4.5 Future Work

We will analyzethegenerality, in termsof differentenvironmentsandstartingpoints,
of theparametersobtainedby thegeneticalgorithm.Furtherwork shouldalsofocuson
designinganagentcapableof identifying thecomplexity of thetaskbeingperformed,
sothattheparameterscanbeswitchedfrom onesetto another. We will exploretheuse
of CaseBaseReasoningtechniqueson this “situationidentifier” agent.
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Figure5.16:Goingto clusterC

1

Figure5.17:Goingto clusterC

2





Chapter 6

Real Experiments

In this chapterwe describetheexperimentscarriedout with the real roboton realen-
vironments.We firstly describethereal roboticplatformwe have usedfor this experi-
mentation,andthevisionsystemwehavedevelopedin orderto recognizethebar-coded
landmarksusedin theexperimentationenvironment.A brief descriptionof a graphical
control interfaceis alsogiven. Finally, we describein detail thedifferentscenarioson
which theexperimentshavebeencarriedout andtheresultswe haveobtained.

6.1 The Robot

Therobotusedin theexperimentationis anActivMedia1 Pioneer2 AT. It is a 4-wheel
drive all-terrain robot, equippedwith a panand tilt unit with two B&W cameras.It
is alsoequippedwith front andrearbumpersfor collision detection.The dimensions
of the robot are50� 50� 26 (in cm, length� width� height). The field of view of the
camerasis of 45 degrees,andthepan/tilt unit canpanfrom +150(left) to -150(right)
degreesandtilt from -90 (down) to +90 (up) degrees.Therobotis calledMarkFinder,
sinceits navigationalskills arebasedon finding landmarksin theenvironment.Some
picturesof therobotareshown in Figure6.1.

Althoughthefinal objectiveof theprojectweareinvolvedin is to haveacompletely
autonomousrobot,wearecurrentlyworkingwith off-boardcontrolandvisionprocess-
ing, asit is easierfor programminganddebuggingour algorithms.We usea wireless
Ethernetto communicatewith therobot(to sendcommandsto thewheels’andpan/tilt
unit’s motors,andto receive informationaboutodometryandbumperactivation),and
theimagesaresentthroughavideotransmitter(seeFigure6.2).To maketherobotfully
autonomous,we would only needto put the control andvision processingalgorithms
into its on-boardcomputer, althoughit shouldstill needto sendsomeinformationback
to anoff-boardcomputerfor manuallyselectingthetarget.

Theexperimentationhasbeencarriedout in anindoorunstructured(notoffice-like)
environment,with easily recognizableandcontrolledlandmarksand obstacles.The
environmentis anareaof about50m

2 , containingten landmarksplus the targetanda

1ActivMediaRobotics,http://www.activmedia.com

83
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Figure6.1: Left: MarkFinder robot. Right: Detail of the panand tilt unit with two
B&W cameras

few nonvisibleobstacles.A difficulty in realenvironmentsis thevisionsystem,asit is
highly sensitive to changesin the illumination, which makesit very hardto detectob-
jects.Therefore,we have developeda simpleandrobustvision systemthatrecognizes
barcodedlandmarks.Moreover, the simplicity of the landmarkspermitsus to easily
configurescenarioswith differentcomplexity levelsby changingtheir location,aswell
asthelocationof theobstacles.Thevision systemandthe landmarksaredescribedin
thefollowing section.

6.2 Vision

Sincewedonot focusour researchon theVisionsystemof therobot,wedid not intend
to develop a Vision systemcapableof recognizingcomplex objects,but just a very
simpletypeof landmark.Thesimplesttypewe thoughtof wasbarcodes.

Landmarklabelshave a commonpart of five vertical black bars,to indicatethat
it is a landmark,andat the right sideof the bars,a vertical binary codificationwith
blackandwhite squares.Thebinarycodeis composedof five squares(blackmeaning
1, white meaning0), sowe have 32 differentcodes.However, codes0 and31 arenot
used,asthey give many problemswhentrying to identify them,sowe have a total of
30 differentcodes,which is enoughfor our environment. We have usedboxeswith
the samelandmarklabel on their four sidesso the Vision systemis ableto detectthe
landmarksfrom any perspective. The labelsareprintedon DIN A4 papers,and the
dimensionsof the boxesare30� 30� 40 (length� width� height),having the labelsat
thetopof eachside.Examplesof suchlandmarksareshown in Figure6.3.

Thealgorithmfor recognizingtheselandmarksis basedon thefact that thepattern
of a seriesof alternatedblackandwhite barsof equalwidth is very unusual.First of
all, the imageis binarized,sinceit is in gray scale,andthe algorithmneedsto have
pureblackandwhite images.A closeoperationis alsoapplied.Thisoperationis useful
for removing noisefrom theimage.Oncethebinarizationandthecloseoperationsare
done,the algorithmstartsscanningthe imageline by line, looking for the patternof
blackandwhitebars.Whenit findssuchapattern,it scansvertically thebinarycodeto
identify which landmarkhasbeendetected.Dependingon thelighting, a landmarkcan
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Figure6.2: Communicationwith therobot

bedetectedusinga binarizationthreshold,but not detectedfor otherthresholds.Thus,
this scanningprocessis doneseveral timeswith differentthresholds.Oncethewhole
imagehasbeenprocessedwith all thethresholdsvalues,theinformationof all detected
landmarksis sentto the Navigation system. A flowchartof the processis shown in
Figure6.4.

Althoughtherobot is equippedwith two cameras,we arenow processingonly the
imagesof oneof them,aswe have not yet finishedthe implementationof the stereo
vision algorithm.This algorithmwould usetheimagesfrom bothcamerasto compute
thedistanceto thedetectedlandmarks.However, wesimulatethatwealreadyhavethis
stereovision algorithm. To do so,we have designedthe landmarkssothatall of them
have thesamesize. This way, knowing theheightof thebars(in pixelsof the image)
of a landmark,the distancefrom the robot to that landmarkcan be computed. The
headingis takenastheangleto thecentralpoint of the label. However, evenwith the
robotstopped,anddueto illuminationconditions,theimageprocessingalgorithmdoes
not alwaysdetectthelandmarksin thesameplace(it canvary somepixels). Thus,the
computeddistancesandangleshavesomeimprecision.

Sincethequalityof thecamerasis notverygood,theVisionsystemhassomeprob-
lemswith recognizinglandmarksthat arefar from the robot. To have a robust recog-
nition system,we have setthat it only informs aboutthe landmarksthat arewithin a
distanceof 3 metersaroundtherobot. However, even if a landmarkis in this “visible
area”,theVision systemsometimesmisidentifiesit. To solve this problem,we require
thata landmarkhasto berecognizedin severalsubsequentframeswith thesamecode
beforeinforming aboutits detection.

But eventhis last requirementis not alwaysenoughto give correctlandmarkiden-
tification. To addmore robustnessto the Vision system,the detectedlandmarksare
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Figure6.3: Left: Landmarklabel21(code= 10101= 21). Right: Oneof theboxeswith
multiple landmarklabels

checkedagainsttheVisualMemory(seeChapter4 for a detaileddescriptionof theVi-
sualMemory). For eachlandmarkin the list of detectedlandmarks,two checksare
done. First, we checkthat the detectedlandmarkis not in a locationcloseto another
landmarkstoredin the Visual Memory (i.e. the distancebetweenthe two locations–
onegiven by the Vision systemandthe otheronestoredin the Visual Memory – is
below athreshold).If this is thecase,andthecodeof thelandmarkdiffersfrom theone
givenby the Vision system,we replacethe codeof the detectedlandmarkby the one
storedin theVisualMemoryon thatlocation.If thecodeis thesame,thenthelocation
givenby theVision systemis assumedto becorrect,andit replacesthelocationstored
in theVisualMemory. Secondly, we checkthat thedetectedlandmarkis not storedin
theVisualMemoryat a very differentlocationthanthatgivenby theVision system.If
this is thecase,andthelocationstoredin theVisualMemoryliesin theview field of the
camera,this locationis givenasthe locationof thedetectedlandmark.If the location
doesnot lie in theview field, thelandmarkis ignored.Finally, if thedetectedlandmark
is neitherstoredin theVisualMemorynor locatedcloseto anotherlandmark,it means
that it is a new landmark,andit is addedto theVisualMemory. Table6.1summarizes
the actionstaken in eachsituation. We indicatethe informationaboutthe landmark
(codeandlocation)that is finally sentto theNavigationsystem,andhow theinforma-
tion of the Visual Memory is modified. The subscriptVS standsfor the information
givenby theVision system,while thesubscriptVM refersto theinformationstoredin
theVisualMemory.

Although this checkaddsrobustnessto the Vision system,it may have undesired
effects in somesituations,since it gives more importanceto the information stored
in theVisualMemorythanto thatcomingfrom theVision system.For instance,if the
locationof acorrectlydetectedlandmarkdifferstoomuchfrom its locationstoredin the
VisualMemory, notbecauseof anerrorof theVisionsystem,but dueto theimprecision
of thestoredlocation,it will notbeupdated,althoughit shouldbe.Anotherproblematic
situationwould ariseif the robot weremoved to anotherlocation,without it noticing
it (what is known as the “kidnappingproblem”). From the new location, the Vision
systemwould detectsomelandmarks,but their locationswould not matchat all with
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Figure6.4: Landmarkrecognitionprocess
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Table6.1: CheckagainstVisualMemory
Closelocation Differentlocation

SameID

–Right recognition–
return ( id

V S

; l oc

V S

)

Updatelocationin VM

–Wrong recognition–
if l oc

V M

in viewfield then
return ( id

V S

; l oc

V M

)

elseignorelandmark

DifferentID
–Wrongrecognition–
return ( id

V M

; l oc

V S

)

Updatelocationin VM

–Right identification–
return ( id

V S

; l oc

V S

)

Add to VM

the locationsstoredin the VisualMemory, and,therefore,they would not be updated
either. The first problemcanbe solved by changingthe imprecisionthresholdabove
which thelandmarksareremovedfrom theVisualMemory, sothatit only keepsthose
landmarkswhoselocationis very preciselyknown. However, thereis no way to solve
the“kidnappingproblem”. Theonly way to handleit would beto have a betterVision
system,sothatit wouldnotneedto checkthelocationswith theVisualMemory. Since
we still do not have sucha Vision system,andin our experimentsthe robot is never
“kidnapped”,we rely on theVisualMemory.

With all theseprovisions,landmarksarealwayscorrectlyidentified,thereforethere
is no uncertaintyaboutthepresenceof landmarks,althoughthereis imprecisionabout
their exactlocation.

The fact of the Vision systembeing only capableof recognizinglandmarksnot
furtherthan3 metersfrom therobot,togetherwith theassumptionof theinitial visibility
of thetarget,restrictsthepossibleenvironmentson which we canexperiment.In order
to beableto testtheNavigationsystemon moreinteresting(larger)environments,we
have a speciallandmarklabelthat is consideredasthetargetandcanbeseenfrom 7-8
meters.This landmarklabel is of thesametypeastherest,but hasa largersize(DIN
A1), andwhencomputingthedistancefrom the robot to it, this is taken into account.
In Figure6.5this largertargetlandmarkis shown (therearefour “standard”landmarks,
plusthelargertarget,placedhigherthantheothers).

Figure6.5: Largertargetlandmarklabel
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6.3 Graphical Interface

In orderto carryout the experimentation,we have developeda graphicalinterfaceso
thata humanoperatorcangive ordersto therobot. Theinterface,shown in Figure6.6,
permitstheoperatorto manuallycontrol therobotmotion(translationalandrotational
speeds)and the panand tilt unit movements. The interfacehasa three-dimensional
representationof the environment,showing the robot andthe detectedlandmarksand
obstacles(including thosestoredin the Visual Memory). It also shows the images
gatheredfrom thecamerasanda list of detectedlandmarks.

The operatorcanselectthe type of landmarksto be recognized.In our case,we
wereonly ableto usethebar-codedlandmarksdescribedin theprevioussection.Once
the landmarks’typehasbeenselected,theVision systemstartsprocessingthe images
comingfrom the cameras,andthe detectedlandmarksaredisplayedin the interface.
Theoperatorcanthenselectoneof thedetectedlandmarksandsetit asthetargetland-
mark to bereached.Oncethe target is selected,the operatorcaninstructthe robot to
go to thetarget. Fromthis point on, therobotwill autonomouslynavigatetowardsthe
targetuntil eitherit reachesthetargetor it is instructedto stopnavigating.

TheinterfacealsogivesinformationabouttheNavigationsystem,suchasthecur-
renttargetor how many object,betaandtopologicalunitstheMapManager hasstored,
anda graphicalrepresentationof thetopologicalmap. Whenthetarget is reached,the
relevantinformationaboutthetrial is given: trial duration,total lengthof thepath,dis-
tribution of winning bidsamongtheagentsandnumberof divertingtargetscomputed.
This informationcanalsobestoredfor laterstatisticalanalysis.

Althoughtheinterfacehasbeenusedonly with our robot,we have developedit so
thatit canbeusedwith any roboticsystem,sothereis noneedto haveaspecificcontrol
interfacefor eachdifferentrobotwemayhave in thelab. Theideais to let theoperator
configureaspecificsystemby choosinga robotplatform(beit wheeled,legged,or any
otherkind of autonomousrobot), the typeof landmarksto beused(which may imply
having morethanoneVision systemrunningin parallel),andthePilot andNavigation
systemsthatwill controltherobot. Oncetheroboticsystemhasbeenconfigured,it can
becontrolledasdescribedabove.

6.4 Goalsof the Experimentation

Thefirst goalof therealexperimentationis to checkwhetherthegoodresultsobtained
throughsimulationarealsoobtainedwith therealrobot. Ideally thiswouldbethecase,
sotheonly modificationsneededwould beto make theexistingNavigationsystemuse
the real robot insteadof a simulatedone. However, moving from simulationto the
realworld is not thateasy, asmany problemsarisewhenworking with physicalrobots
whichwerenotpresentonthesimulatedworld (unlessthesimulatorusedhasveryhigh
realism). Theseproblemsaremainly relatedto the motion andvision systemsof the
realrobot.

Regardingthe motion system,we have to take into accountthat the robot needs
sometime in order to executemotion commands.On simulation,we could run the
systemasfastaswe liked,sincethecommandswereexecutedimmediately, however,
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Figure6.6: Graphicalcontrolinterface
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wecannotdosowith therealrobot.Thefrequency of sendingthesemotioncommands
to therobotshouldbesetaccordingto theresponsetimeof therobot,soacommandis
only sentwhentherobotis really preparedto executeit.

Anotherproblemof usinga real robot is the vision system. Although the vision
systemandthe landmarkswe have designedarevery simple, the systemis not able
to identify the landmarksall the time, dueto changesin illumination, interferenceon
videotransmission,blurringcausedby motionof thecamera,etc.Therefore,asalready
mentioned,thevision systemneedsto processsomeframesbeforeit is ableto inform
aboutthedetectedlandmarks.Thus,theactionsfor moving thecameraandidentifying
landmarksmustalsobe sentwith the properfrequency so that the vision systemhas
time to processenoughframes.

To overcometheseproblems,we have tunedtheagentsso that the robot is ableto
executeall thecommandsgeneratedby thesystem.

ThroughtherealexperimentswealsocheckwhethertheNavigationsystemwehave
designedis ableto performwell in differenttypesof environments,andif thedesignof
eachindividualagentis themostappropriatefor obtaininggoodoverallperformanceof
theNavigationsystem.To checkthis, we have experimentedwith differentscenarios,
startingwith simpleronesandincreasingtheir complexity stepby step.Thetwo main
variablesthatdescribethecomplexity of ascenarioare:

� Densityof landmarks: the fewer landmarksin thescenario,themorerisky it is,
sincethe mapcontainsvery little informationaboutthe relative locationof the
target andother landmarks. On the otherhand,if the densityof landmarksis
high, therewill very probablybealwayssomelandmarksvisible, andtheNavi-
gationsystemwill beableto computethe locationof thetarget from thevisible
landmarks.

� Densityof obstacles: if thedensityof obstaclesis low, thepathfrom thestarting
point to thetargetmaynotbeblocked,or only blockedby easilyavoidableobsta-
cles,sotherobotmaynot needto computedivertingtargetsto reachtheoriginal
one.Contrarily, in a scenariowith many obstacles,therobotis forcedto change
directionveryoften,whichmaycauseit to losesightof thetarget,andtherefore,
to increasethe imprecisionaboutits location. Moreover, if the obstaclesblock
the way to the target, the Navigation systemmay needto computea diverting
targetto reachtheoriginalone.

6.5 The RealScenarios

The differentclassesof scenarioson which the experimentationhasbeencarriedout
arethefollowing:

1. Singlelandmark: in this classof scenariothereis only onelandmark,which is
thetarget,andnoobstacles.Thisclassof scenariosis usedto checkthattherobot
is ableto reacha targetwhenthereareno referencesto it andthereexistsa clear
pathto thetarget.
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2. Singlelandmarkand obstacles: thesescenariosarecomposedof a singleland-
mark which is the target, and several small obstaclesthat do not occludethe
target,but forcetherobotto avoid themin orderto getto thetarget.

3. Several landmarks: in thesescenariosthereareseveral landmarks,oneof them
beingthe target,but no obstacles(apartfrom the landmarksthemselves,which
areobviouslyseenasobstacles).In thesescenariostheNavigationsystemis able
to build a mapof theenvironment,andwe will checkhow goodit is.

4. Several landmarksand obstacles: in thesescenarioswe addobstaclesbetween
the landmarksof the previous scenariosso that they block the robot and it is
forcedto computedivertingtargetsto reachtheoriginal one. In thesescenarios
theNavigationsystemis alsoableto build a mapof theenvironment,including
thedetectedblockingobstacles.

Somepicturesof thedifferentscenarioscanbeseenin Figure6.7.
The first two classesof scenariosare very simple, and the experimentson such

scenariosjust checkthevery basicbehavior of reachinga target througha quiteclear
path.In thesescenariosthetargetis visible all thetime,astheonly obstaclesaresmall
ones,thereforenot occludingtheview field of thecamera.Thereal testsarein classes
3 and4, asthe targetmay be occludedby otherlandmarks,andthe pathto the target
might beblockedby landmarksandobstacles.Thus,in thesescenarios,therobotmust
makeuseof its navigationalskills.

We imposetherestrictionof theobjectson theenvironment(thatis, landmarksand
obstacles)bestatic,sotheir locationcannotchangeduringa trial. If thatwereallowed,
the computedrelationamonglandmarkswould be inconsistent,andthusthe � -vector
computationwould not bevalid at all.

6.6 Experimentation Results

Wedescribetheexperimentationcarriedout in eachoneof thefour scenariosdescribed
above. We haveusedtheparametersobtainedthroughtheGeneticAlgorithm approach
describedin Chapter5 (discardingthosethat arenot usedin the final versionof the
Navigation system). For eachscenario,thereis a brief discussionof the results. In
eachof thesescenarioswe have defineddifferentstartingpoints (two startingpoints
in scenarios1 and2, andthreein scenarios3 and4). We have run 40 trials for each
startingpoint andstoredthefollowing statistics:

� Success/failurerate

� Numberof divertingtargets

� Distributionof winningbidsamongtheagents

Therelevantstatisticsof theexperimentsareshown in Table6.2.



6.6. Experimentation Results 93

Figure6.7: Top left: oneof theobstaclesusedin theenvironments.Top right: scenario
1. Middle left: scenario2. Middle right: scenario3. Bottomleft andright: scenario4.
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Table6.2: Resultsof experimentation(TT: Target Tracker; RM: RiskManager; RE:
Rescuer; PS:Pilot system)

Scenario Success #d.t. Winningmoving bids Winning looking bids
class rate TT RE PS TT RM RE PS

1 100% 0 100% 0% 0% 0% 54% 0% 46%
2 100% 0 79% 0% 21% 0% 66% 0% 34%
3 85% 0 78% 0% 22% 0% 56% 0% 44%

4 84%
0: 24%
1: 58%
2: 18%

67% 2% 31% 3% 41% 0% 56%

Scenario1. Singlelandmark

Description: Scenariowith just onelandmarkandnoobstacles.
Task: Reachthelandmark.
Results: In this scenariotherobotbehavior was,asexpected,to go directly to the

target in a straightline. The Target Tracker won 100%of the moving actionsit bid
for, sinceits bids werehigh becausethe imprecisionaboutthe locationof the target
wasvery low. TheRescuerdid notbid becauseit neverreachedits activationlevels: the
imprecisionwasneverhighenough,andtherewerenoblockingsituations.Similarly, as
therewerenoobstacles,thePilot did nothaveto bid for changingtherobot’strajectory.
Regardingthelookingactions,theRiskManager andthePilot wonasimilarnumberof
bids.Sincetherewasonly onelandmark,therisk wasveryhigh,andtheRiskManager
alwaysbid to look ahead.Thetargetwaspreciselylocatedall the time,sothe looking
bidsof theTargetTracker werevery low, andneverwon.

Scenario2. Singlelandmark and small obstacles

Description: Scenariowith just onelandmarkandsomesmall obstaclesbetween
therobotandthelandmark.Thesmallobstaclesarenotvisibleandcanonly bedetected
by bumpinginto them.

Task: Reachthelandmark,avoiding theobstaclesdetectedby thebumpers.
Results: The robot did always reachthe target. The winning bids for looking

actionswere distributed,again,amongthe Risk Manager and the Pilot. The Target
Tracker did notwin any of thebidsbecausetheimprecisionof thetarget’s locationwas
not high enough.As in thepreviousscenario,theRescuerdid not have to interveneat
any point. Regardingthemoving actions,only thePilot andTarget Tracker won bids:
thePilot whenanobstaclewasdetectedandavoided,andtheTarget Tracker whenthe
pathto thetargetwasfree.

Scenario3. Several landmarks

Description: Scenariowith many landmarksandwith no obstaclesapartfrom the
landmarksthemselves. In order to have an interestingscenario,we placedthe target
landmarklabelhigher, sothat it wasvisible from thestartingpoint, evenif therewere
other landmarksin the view line from the robot to the target. If we hadnot doneso,
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Figure6.8: Mapsof 2 differentscenariosof scenarioclass3

the pathfrom the startingpoint to the target would alwayshave beenclear, sincethe
targethasto be initially visible, which actuallycorrespondsto thefirst scenario.This
changerequiredtherobotto movethecameraupanddown to beableto havethetarget
landmarkin its view field (in thepreviousscenarios,it wasonly doingapanmovement,
with notilt atall). Thus,wehadto changethelookingactionsin orderto incorporatethe
tilt angle.Theagentsbidding for looking actionsaddedthe tilt anglein thefollowing
way: the Target Tracker selectsa randomtilt angle,rangingfrom 0 degrees(so that
thetarget landmarkcanbe in theview field whenit is 7-8 metersaway) to 35 degrees
(so that thetargetcanbe in theview field whenit is lessthan1 meteraway); theRisk
Manager doesasimilar thing,but it only selectsa randomtilt angleon onethird of the
actionsit bidsfor, while it setsanull tilt angleontheothertwo thirds,sincemostof the
landmarks(actually, all but thetarget)areat thesameheightof thecameras(i.e. in the
null tilt angleplane);finally, theRescuer, whenbiddingbecausetheimprecisionis too
high,doestwo visualscansaroundtherobot,onewith anull tilt angle,andanotherone
with a randompositive tilt angle.

Task: Reachthe target landmark,eventuallyavoiding othersalong the way and
build a mapof theenvironment.

Results: Thebehavior of therobotin thisscenariowassimilar to theoneexhibited
in thepreviousone. However, it reachedthetarget in 85%of thetrials; in 15%of the
trials it failedbecausetheerroron the locationof the targetmadeit supposeit wasat
thetargetlocationwhenit wasreallynot thereyet. Thiswascausedby thetargetbeing
occludedby other landmarks,and the constantchangein trajectoryneededto avoid
theselandmarks.Thesetwo factorscausedthelocationof thetargetstoredin theVisual
Memoryto increaseits imprecision.However, theimprecisionwasnothighenoughfor
theRescuerto becomeactive. A differencewith thepreviousscenariois that theRisk
Manager bid for lookingbothaheadandaround,sincethereweremany landmarks,and
at somepoint, it hadenoughlandmarksahead,but notaround,soit bid to look around.
Someexamplesof mapsbuilt in scenariosof this classduring the trials areshown in
Figure6.8. In thesemaps,numbersrepresentlandmarksthe robot hasseen,andthe
triangularregionscorrespondto topological units of the Map Manager’s topological
map(seeChapter3 for detailson how this mapis built).
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Scenario4. Several landmarks and obstacles

Description: In thisscenariotherearealsoafew nonvisiblelongobstaclesbetween
somelandmarksthat completelyblock the shortestpathfrom the startingpoint to the
targetlandmark.

Task: Reachthe target landmarkavoiding obstaclesand building a map of the
environment,andusingit to computedivertingtargets.

Results: therobotdid successfullyencodetheobstaclesonthetopologicalmapand
usedit to computedivertingtargets.In 58%of thetrials only onedivertingtargetwas
computedin orderto avoid a long obstacleblockingthepath;therestof theobstacles
wereavoidedby thePilot system,with no needto computemoredivertingtargets. In
18%of thetrials, however, it wasnecessaryto computeanotherdivertingtarget,since
the Pilot found thepathblockedagainby a long obstacle.On theotherhand,in 24%
of the trials, the Pilot was able to avoid the long obstacles,but did not realizethat
they weresuchlong obstacles.This situationhappenedwhenthecrashpointswith the
long obstaclewerenot closeenoughto eachotheror to the landmarks,so they were
consideredasindependentobstacles.Thus,whenthe Pilot tried to avoid these“point
obstacles”,it was actually avoiding the long obstacle,without realizing it. In such
situations,therobotreachedthetargetwithout having to computeany divertingtarget.
Bidsfor movingactionsweredistributedverysimilarly asin thetwo previousscenarios.
Theonly differenceis that theRescueralsowon somebids(actually, it only wins one
bid for stoppingthe roboteachtime it asksfor a divertingtarget). Regardingbids for
looking actions,now theTarget Tracker alsowon a few bidsto look towardsthetarget
to decreaseits location’s imprecision. Be it for theseactionsor becausethe scenario
wasnot complex enough,the imprecisionwasnever high enoughso that the Rescuer
hadto bid for looking actions.Again, someof thetrials failedbecauseof theerroron
thetarget’s location.In Section6.7wedescribein detailonetrial in this scenario.

6.7 A Trial Example

In this sectionwe describein detail oneof the trials run in a scenarioof class4. The
environmentandthe pathfollowed by the robot areshown in Figure6.9. The target
landmarkin this trial is landmarknumber10. In Figures6.10and6.11theincremental
building of themapis depicted.They show botha2D representationandthetopological
mapactuallystoredby theMapManager. In thetopologicalmaps,althoughnotshown,
thearcshave a fixedcostof 1, unlessotherwisespecified.Figures6.12and6.13show
the evolution of the bids of eachagentandthe Pilot for moving andlooking actions,
respectively. In thesegraphics,thefilled areasindicatetheagentthatmadethehighest
bid at thatpoint in time. Thecorrespondingpointsin Figure6.9arealsoshown. Next,
we commenton therelevantpointsof thepath:

� A: Startingpoint of thetrial. Initially, landmarks10,29 and19 arevisible. With
thesethreelandmarks,nomapis created,sinceatleastfour landmarksareneeded
in orderto startbuilding the map. Landmark10 is selectedasthe targetby the
userandtheRescueris informedaboutit. Then,the Rescuerbids for doing an
initial sweep,asdescribedin Section4.4.4. During this sweep,landmarks4, 21
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Figure6.9: Pathfollowedduringthetrial. Seeexplanationof relevantpointsonthetext

and17 arealsoidentified. With thesenew landmarks,theMap Manager is able
to startbuilding themap.Thestepby stepupdateof themapis shown in Figure
6.10. Thecorrespondingupdatesafterseeingeachof thesethreelandmarksare
maps(1) to (3). When the sweepis finished,the Rescuerinforms the Target
Tracker aboutthe target being landmark10, which immediatelystartsbidding
for going towardsit, andthe robot startsmoving. Actually, the point A in the
graphicsof thebidscorrespondsto this moment,whentheTarget Tracker starts
bidding.As canbeseenin thegraphicof moving actionbids,thePilot wonmost
of thebids.This wassobecauselandmark4 wascloseto therobot,andthePilot
wantedto avoid it. The trajectory, however, wasminimally modified. Before
reachingpoint B, landmark13 is identified,andthemapis updatedaccordingly,
resultingin map(4) in Figure6.10.

� B: The robot bumpsinto the obstaclebetweenlandmarks29 and4 andimme-
diately backsup. However, it is not yet consideredas being a long blocking
obstacle,sincethereis still enoughspacebetweenthecrashpoint andlandmark
29, throughwhich the robotcould pass.This backup is a built-in actionof the
Pilot, andit doesnot bid for executingit. That is why in thegraphictheTarget
Tracker winsthebids.However, while thebackupactionis beingexecuted,these
bidsarenot takeninto account.
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Figure6.10:Mapcreatedduringthetrial
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Figure6.11:Mapcreatedduringthetrial (cont.)
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Figure6.12:Moving bids.Target Tracker in red,andPilot in green
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Figure6.13: Looking bids. Target Tracker in red,Pilot in greenandRiskManager in
blue
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� C: After backingup,theTargetTracker bidsagainfor moving towardsthetarget,
but thesebidsaresurpassedby thePilot’s bidsto avoid thejustdetectedobstacle
(ascanbeseenin themovingbidsgraphic),andthetrajectoryisslightlymodified.

� D: Therobotbumpsagaininto theobstacleandbacksup. After thissecondcrash,
the obstacleis consideredto be blocking the path. The Pilot informs the Navi-
gationsystemabouttheblockingsituation.This informationis internallysentto
theMap Manager, which updatesthemap(thecorrespondingarcis assignedan
infinite cost,seemap(4b) in Figure6.11), andto the Rescuer, which asksthe
Map Manager for a divertingtarget. Again, althoughin thegraphicstheTarget
Tracker is winning thebidding,thebackup actionis really beingexecuted.

� E: TheMap Manager computesthedivertingtargetasbeing: “to crosstheedge
betweenlandmarks17 and29” andinforms theRescuer, which will inform the
Target Tracker aboutthenew target. This agentstartsbiddingto move therobot
sothatit crossesthegivenedge.

� F: At thispoint,theTargetTracker considersthattheedge17/29hasbeencrossed
andinformsaboutit. This causestheRescuerto setthetarget to betheoriginal
one (landmark10). The Target Tracker’s bids are againto move towardsthis
landmark.BeforereachingpointG, landmarks1 and20aredetectedandthemap
is updated(maps(5) and (6)). Landmark20 is not visible in Figure 6.9; it is
behindlandmark1.

� G: Theproximity of landmark13makesthePilot bid high to avoid it, surpassing
theTarget Tracker’s bids,andtherobot’s trajectoryis modified.While avoiding
this landmark,landmark7 is detected,andthe mapis updated,resultingin the
final map(7).

� H: At this point thePilot considersthat landmark13 hasbeenavoidedandstops
bidding. TheTarget Tracker wins again,andit makesthe robot go towardsthe
target.

� I : Thetargetis finally reached.

Analyzing the graphicof looking actionbids, we canseethat the winning bid is
periodicallychangingbetweenthePilot andtheRiskManager. Thebidsof theTarget
Tracker areverylow, sincethetargetis preciselylocatedduringthewholetrial. Around
pointH, thebidsof theRiskManager alsodecay. This is sobecauseat thatpoint, there
aremorethansix landmarksbehindthe robot, which makesthe risk 0. The winning
bidsof theTarget Tracker, at point I, aredueto the fact that this agentbidsvery high
to look towardsthetargetwhenthis hasbeenreached.Theexecutionof this actionhas
no intentionof decreasingtheimprecisionof thetarget’s location,but it is justaway to
show thatit “knows” thatthetargethasbeenreached.
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Table6.3: Sourcesof computationof thetarget’s location

Vision System 12.7%
VisualMemory 76.1%
MapManager 11.2%

6.8 Discussionand Futur e Work

The resultsobtainedconfirmedthat, asalreadyseenthroughsimulation,the bidding
coordinationmechanismandthemappingandnavigationmethodswork appropriately.
Thebiddingmechanismachievesthedesiredeffect of combiningthesimplebehaviors
of theagentsinto anoverall behavior thatexecutesthemostappropriateactionat each
moment,andleadstherobotto thetargetdestination.As for themappingandnavigation
method,we have seenthat it is ableto build a mapof theenvironmentandis usedfor
two differentpurposes:on onehand,to computedivertingtargetswhentherobotfinds
the pathto the target blocked, andon the otherhand,to computethe locationof the
target whenthis is not visible. Regardingthis latter useof the map,Table6.3 shows
thestatisticsof how thetarget’s locationis computed.Thesourcesof this computation
canbe the following: (1) the real Vision system,that is, the target is recognizedand
its locationcomputedfrom the images,(2) the Visual Memory (describedin Chapter
4), and,(3) theMap Manager, that is, the locationof thetarget is computedusingthe
beta-coefficient systemandthe locationsof otherlandmarks.As canbeseenfrom the
statistics,mostof thetime (76.1%)thelocationis computedusingtheVisualMemory,
however, sometimes(11.2%)theNavigationsystemmustmake useof its “orientation
sense”in order to figure out wherethe target is. Figure6.14shows the evolution of
the imprecisionon the target’s locationandthe differentsources(the coloredbandat
thebottomof thegraphic).Although,usually, therobotrealizesthat it hasreachedthe
targetby obtainingits locationfrom theVisualMemory, it sometimesrealizesit using
theorientationsense.However, sincethecomputationof the target locationusingthe
orientationsenseis more imprecisethanthe Visual Memory (becauseit accumulates
the imprecisionof several landmarks’locations),the robot sometimesinforms about
having reachedthetargetwhenit hasnot reallydoneit, thusfailing in its mission.

Thescenariosusedin therealexperimentswerenotverycomplex. Therefore,some
more experimentationon morecomplex scenariosshouldbe performed. Thesenew
scenariosshouldincludemoreblocking obstacles,possiblyhaving somecul-de-sacs,
sothattherobotwould needto undothepathalreadydone.

Although the goodresultsobtainedindicatethat the agentsarewell designed,we
couldstill improvethemand,hopefully, improvetheperformanceof theoverall robotic
system.Actually, duringtheexperimentationwith therealrobot,we alreadydid some
refinement.However, this refinementcanbeanever-endingtask,andfor thisreasonwe
decidedto stopit anddo therealexperimentswith theversionof theagentsdescribed
in Chapter4. The possiblefurther refinementof someof the agentscould go in the
following directions:

� Target Tracker: this agentcould do a moreintelligent tilt angleselection,such
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Figure6.14:Evolutionof thetarget’s locationimprecisionandsourcesof computation

asbeinga functionof thedistanceto the target, thus,increasingthe chancesof
having it in theview field of thecamera.

� RiskManager: this agentcould alsobid, not only for looking aheador around,
but alsoto otherareaswith fewerlandmarks,or evenselectingarandomdirection
to look to. Right now, if therearevery few landmarksahead,this agentsticksto
bidding for looking ahead,andnever bids for looking around,thus, ignoring a
large part of the environment. An alternative to modifying the Risk Manager
wouldbeto addanew agentwith this behavior.

SomeimprovementscouldalsobedoneonthePilot andVisionsystems.Regarding
the Pilot, we could usea betterobstacleavoidancealgorithm. With the currentalgo-
rithm, only the closestobstacleis consideredfor computingthe avoidancepath. We
could improve the robot’s performanceif the Pilot took into accountall the obstacles
and landmarksstoredin the Visual Memory, thus,producingbetteravoidancepaths.
We arealsoplanningto equiptherobotwith a laserscanner. This laserwould becon-
tinuouslyscanninga180degreeareain front of therobotto accuratelydetectobstacles
thatareseveralmetersaway. With this new sensor, thePilot couldavoid theobstacles
beforebumpinginto them,thus,generatingbetterpaths.RegardingtheVision system,
weplanseveralimprovements.Thefirst oneis to finish thestereoalgorithm,sowecan
usethe two availablecamerasfor computingthe distanceto the landmarks.Another
very importantimprovementis to make theVision systemmorerobust,sothat it does
not needto checktherecognizedlandmarksagainsttheVisualMemory. Actually, we
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shouldusethe robustVision systemto adjustthe imprecisionsof theVisualMemory.
We also plan to convert the Vision systeminto a Multiagent Vision system. In this
system,severalagentswouldprocessthecameraimageswith differentalgorithms,and
theagentsshouldagreeon whatcouldbea goodlandmarkcandidate(salientenough,
robust,static,etc.).A final improvementof theVisionsystemwould beto let it bid for
servicesby othersystems(eitherthePilot systemor itself). With thebiddingcapability,
it couldrequestthePilot to approacha landmarkto betterrecognizeit, or even“request
itself” to slightly movethecamerasothatapartiallyvisiblelandmarkenterscompletely
theview field.





Chapter 7

Conclusionsand Futur eWork

7.1 Revisiting the Objectives

The needfor autonomousrobotshasbeenrapidly increasingin the last years. There
aremany areasin which theserobotsareused,rangingfrom “servicerobots”,suchas
museumguidesor transportationrobotsin factories,to robotsusedfor tasksto beper-
formedin inaccessibleenvironments,suchasplanetaryexploration,hazardousmaterial
handlingandrescuemissions.

Usually, servicerobotsoperatein indoorstructuredenvironments.Theproblemof
navigatingthroughindoorenvironmentshasbeenthefocusof roboticsresearchduring
many years,and many successfulresultshave beenachieved. Usually, the map of
the environmentis given a priori (eithera detailedmetric mapor a topologicalone,
showing thespatialrelationshipamongdifferentplacesof theenvironment),or, whenit
is not given,thereis aninitial phasefor learningthemap.Onceit is learned,therobot
repeatedlyperformsthe task in this environment. Examplesof suchrobotsarethose
performingdelivery tasksin officeenvironmentsor guidingtoursin museums[67, 9].

Ontheotherhand,inaccessibleenvironmentsareusuallyunknownandunstructured
(asis thecasein mostoutdoorenvironments),whichposeamoredifficult problem.The
lackof structureof suchenvironmentsmakesthemapbuilding verydifficult. Moreover,
the large scaleof theseenvironmentsalsoaddsto the difficulty of mappingandnavi-
gation tasks. Thesecharacteristicsmake it impossibleto apply the approachesused
in indoor structuredenvironments.Although therehasbeenalsoa lot of researchon
navigationin unstructuredenvironments,it is still anopenproblem.

This PhD thesishasfocusedon this latter problem,that is, on navigating in un-
known unstructuredenvironments. Theresearchwaspartof a roboticsprojectwhose
goal is to have a completelyautonomousrobot capableof navigating in outdoorun-
known environments.A humanoperatorselectsa target usingthe visual information
receivedfrom therobot’scamera,andtherobothasto reachit withoutany furtherinter-
ventionof theoperator. Navigatingto atargetis afundamentaltaskof any mobilerobot,
whatever its missionis (beit graspingobjects,analyzingthem,looking for something,
etc.) Thetaskto beperformedoncethetargethasbeenreachedis outsidethescopeof

107



108 Chapter 7. Conclusions and Future Work

theprojectandthis thesis.
A first milestoneof theprojectwasto developa navigationsystemfor indoorun-

known unstructuredenvironments.The reasonfor startingwith indoor environments
wasthat thedevelopmentof robustvision systemsfor outdoorenvironmentsis still an
openandvery difficult problemin the field of computervision. Therefore,sincethe
vision systemwasnot thefocusof our research,we decidedto startexperimentingin-
doors,for whichvisionsystemsaremucheasierto develop.Moreover, wedesignedthe
landmarkssothatwecouldeasilychangetheir location,thus,permittingusto configure
scenariosof differentcomplexity.

This thesishasreportedthe researchcarriedout in order to accomplishthis first
milestone.For achieving it, we have combinedlandmark-basednavigation, fuzzydis-
tanceandanglerepresentationsandmultiagentcoordinationbasedon a biddingmech-
anism. The objective of our researchwas to have a robust navigation systemwith
orientationsensefor unknown unstructuredenvironmentsusing visual information.

7.2 Contributions

Theresearchhasbeenfocusedon two main threads:thecontrol architectureandthe
mappingand navigation method. The contributionsof the thesison thesetwo areas
arepresentednext.

Regardingthe control architecture, we have proposeda generalcoordinationar-
chitecturebasedon a bidding mechanism.In this architecturetherearetwo typesof
systems:executivesystemsanddeliberative systems. Executive systemshave access
to the sensorsandactuatorsof the robot. Thesesystemsoffer servicesfor using the
actuatorsto the restof the systems(eitherexecutive or deliberative) andalsoprovide
informationgatheredfrom the sensors.On the otherhand,deliberative systemstake
higher-level decisionsandrequiretheservicesofferedby theexecutive systemsin or-
derto carryout thetaskassignedto therobot.Althoughwedifferentiatebetweenthese
two typesof systems,thearchitectureis not hierarchical,andcoordinationis madeat
a singlelevel involving all thesystems.This coordinationis basedon a simplemech-
anism:bidding. Deliberative systemsalwaysbid for theservicesofferedby executive
systems,sincethis is theonly way to have their decisionsexecuted.Executivesystems
thatonly offer servicesdo not bid. However, thoseexecutive systemsthat requireser-
vicesfrom any executive system(including themselves)mustalsobid for them. The
systemsbid accordingto the internalexpectedutility associatedto theprovisioningof
the services.A coordinatorreceivesthesebids anddecideswhich serviceeachof the
executivesystemshasto perform.

Thebiddingmechanismassuresthattheactionactuallybeingexecutedby therobot
is the mostvaluedoneat eachpoint in time, and thus, if the systemsbid rationally,
the dynamicsof the bids lead the robot to executethe necessaryactionsin order to
reacha given target. An advantageof usingsuchmechanismis that thereis no need
to createa hierarchy, suchas in the subsumptionarchitecture,but it is dynamically
changingdependingon the specificsituationof the robot and the characteristicsof
theenvironment.A secondadvantageis that its modularview conformsanextensible
architecture.To extendthis architecturewith a new capabilitywe would just have to
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plugin anew system.Moreover, thecoordinationmechanismcanbeappliedatdifferent
levelsof thearchitecture,beit at theoverallarchitecturelevel, or within eachoneof the
systems.

For our specificnavigation problem, we have instantiatedthis architecturewith
threesystems:the Pilot, Vision andNavigation systems.The first two beingexecu-
tive systems,and the latter onebeingdeliberative. The Navigation systemhasbeen
designedasa multiagentsystemusingthesamebiddingcoordinationmechanismused
in theoverall architecture.Thehigh-level taskof navigatingto a giventargethasbeen
decomposedinto a setof simplertasks,andwe have designedoneagentcompetentin
eachof thesetasks.Theseagentscompete,sincethey mayrequesttheexecutionof con-
flicting actions.As in theoverall architecture,eachagentbids for theservicesoffered
by theexecutivesystems,andthereis acoordinatoragentthatdecideswhichis themost
urgentrequest.This requestis thensentastherequestof theNavigationsystem,which
will have to competewith therequestsof thePilot system.

Regardingthemappingand navigationmethod, wehaveaddressedtwo problems:
the problemof providing the robot with orientationsenseand the problemof build-
ing a mapof the environmentandusingit for navigationalpurposes.Concerningthe
orientationsense,we have built uponpreviouswork presentedby Prescott[55], which
describesamodelfor storingspatialrelationshipsamonglandmarksin theenvironment.
We haveextendedPrescott’smodelsothatit canbeusedwith fuzzy informationabout
thelocationsof landmarks.This is of greatimportancewhenworking with realrobots,
asit is impossibleto avoid dealingwith theimprecisionof realworld environments.As
farasweknow, this is thefirst applicationof Prescott’smodelona realroboticsystem.
As part of this extension,we have alsodevelopedmethodsfor building a topological
mapof theenvironment,which is usedfor computingdivertingtargets,neededby the
robotwhenit findsthatthepathto thetargetis blocked.

Althoughtheroboticsystemproposedin this thesishasbeenpresentedasa whole
system,including both the control architectureand the mappingmethod, they are
two solutionsfor two completelyindependentproblems. Thus, we could substitute
Prescott’smappingmethodby any othermappingmethod(beit anothertopologicalap-
proach,a metricapproach,etc.). Obviously, theparticularitiesof eachsystemdepend
on the mappingmethod(e.g. it would make no sensehaving a Vision systemif the
mapusessonarreadings),but theoverall architectureandits coordinationmechanism
would not beaffectedat all by thechoiceof this mappingmethod.Similarly, our map-
ping methodcouldbeusedin a roboticsystemcontrolledby any otherarchitecture(be
it hybrid,centralized,etc.).

We have obtainedsuccessfulresults,both on simulationandon real experimenta-
tion, showing that the mappingmethodis capableof building a mapof an unknown
environmentandusing this information to move the robot from a startingpoint to a
given target. The experimentationalso showed that the bidding mechanismwe de-
signedfor controlling the robot producestheoverall behavior of executingthe proper
actionat eachmomentin order to reachthe target. Thus,we considerthat we have
satisfactorily achievedtheobjectiveof developinganavigationsystemwith orientation
sensefor unknown unstructuredenvironments.

In parallelwith theexperimentationwith therealrobot,we have alsousedsimula-
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tion to applyMachineLearningtechniques.More concretely, we haveusedReinforce-
mentLearningfor having thesystemlearnhow to usethecameramoreappropriately,
that is, to useit only whenneeded.We have alsouseda GeneticAlgorithm approach,
in order to tunesomeof the parametersthat definethe behavior of the agentsin the
Navigationsystem.Successfulresultshavebeenobtainedwith bothtechniques,though
thereis still muchwork to do. Actually, they couldeasilybethesubjectof severalPhD
theses,especiallythework on ReinforcementLearning.

7.3 Futur e Work

Although,aswe have just said,weconsiderthatthegoalof thethesishasbeenaccom-
plished,thereareplentyof improvementsthatcouldbedonein orderto achievebetter
results. In the following sectionswe present,for eachof the aspectsof the research
carriedout in this thesis,someof theopenissuesthatdeservefurtherresearch(someof
which we arealreadyworking on). Notethatit is basicallya compilationof theFuture
Work sectionsof eachof thepreviouschapters.

7.3.1 Mapping and Navigation

Theextensionof Prescott’s method,togetherwith thealgorithmsto computediverting
targets,hasbeenshown to successfullyencodetheenvironmentinto amapthatpermits
navigatingfrom a startingpoint to thetarget. However, we would like to exploreother
mappingmethods,sothat thecombinationof thedifferentmethodsaddsrobustnessto
theNavigationsystem.With thecurrentmappingmethod,therobotneedsto seeatleast
threelandmarksin orderto beableto usetheinformationstoredin themap.We would
like to developsomeothermappingmethodsto copewith the situationsin which the
robothasvery little information(i.e. lessthanthreelandmarks).Thesemethodswould
beevenmorequalitative thanour fuzzy extensionof Prescott’s method.We could,for
example,look at thefield of SpatialCognition,which workswith spatialrelationships
suchas “landmarkX is at the left handsideof the line connectinglandmarkY and
landmarkZ”.

7.3.2 Robot Ar chitecture and Multiagent Navigation System

Oneof thefirst thingsto explore in our coordinationarchitectureis theuseof a more
economicview of thebiddingmechanism.With this approach,eachsystem(or agent)
would beassigneda limited credit,andthey would only beallowedto bid if they had
enoughcredit. Thereshouldalsobea way to rewardthesystems(agents).If not, they
would runout of creditaftersometimeandnoonewouldbeableto bid. Thedifficulty
of therewardmechanismis how to decidewhento give a rewardandwho deservesto
receive it. This problem,known asthecreditassignmentproblem,is very commonin
multiagentlearningsystems,especiallyin ReinforcementLearning,andthereis not a
generalsolutionfor it; eachsystemusesanadhocsolutionfor thetaskbeinglearned.

An alternative to the economicview would be to have a mechanismto evaluate
thebiddingof eachsystem(agent),assigningthemsucceedingor failing bids,or some
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measureof trust, in orderto take or not take into accounttheir opinions.However, we
would faceagainthecreditassignmentproblem.

Regardingthe specificsetof agentswe have designedfor solving the navigation
problem,we couldintroducesomeimprovementson someof them,andevenaddnew
agentsto theNavigationsystem.Someof theseimprovementscouldgoin thefollowing
lines:

� Target Tracker: this agentcould do somemore intelligent tilt angleselection,
being a function of the distanceto the target, thus, increasingthe chancesof
having it in theview field of thecamera.

� RiskManager: thisagentcouldalsobid notonly for lookingaheador around,but
alsoto specificareaswith fewer landmarks,or evenselectinga randomdirection
to look to. Right now, if therearevery few landmarksahead,this agentsticks
bidding for looking ahead,andnever bids for looking around,thus, ignoring a
large part of the environment. An alternative to modifying the Risk Manager
wouldbeto addanew agentwith this behavior.

SomeimprovementscouldalsobedoneonthePilot andVisionsystems.Regarding
the Pilot, we could usea betterobstacleavoidancealgorithm. With the currentalgo-
rithm, only the closestobstacleis consideredfor computingthe avoidancepath. We
could improve the robot’s performanceif the Pilot took into accountall the obstacles
andlandmarksstoredin theVisualMemory, thus,producingbetteravoidancepathsWe
arealsoplanningto equipthe robotwith a laserscanner. This laserwould be contin-
uouslyscanninga 180 degreeareain front of the robot to accuratelydetectobstacles
thatareseveralmetersaway. With this new sensor, thePilot couldavoid theobstacles
beforebumpinginto them,thus,generatingbetterpaths.RegardingtheVision system,
we plan several improvements.The first one is to finish the stereoalgorithm,so we
canusethetwo availablecameras.Anothervery importantimprovementis to makethe
Vision systemmorerobust,sothatit doesnot needto checktherecognizedlandmarks
againsttheVisualMemory. Actually, we shouldusetherobustVision systemto adjust
theimprecisionsof theVisualMemory. We alsoplanto convert theVisionsysteminto
a MultiagentVision system.In this system,several agentswould processthe camera
imageswith differentalgorithms,andtheagentsshouldagreeon whatcouldbea good
landmark(salientenough,robust,static,etc.). A final improvementof theVision sys-
temwouldbeto let it bid for servicesby othersystems(eitherthePilot systemor itself).
With thebiddingcapability, it couldrequestthePilot to approacha landmarkto better
recognizeit, or even“requestitself” to slightly movethecamerasothatapartiallyseen
landmarkenterscompletelytheview field.

7.3.3 ReinforcementLearning

AlthoughtheresultsobtainedthroughReinforcementLearningshowedthatthesystem
learnedto selectactionsin orderto solve thecomplex cameratradeoff, we still needto
integrateit into theoverall multi-agentsystem,to seeif theperformanceof thewhole
systemis alsoimproved. EventhoughtheLearningAgentknows which actionsit has
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to bid for (following thelearnedpolicy), it is not clearwhatits biddingfunctionshould
be;it couldbeaconstantbiddingvalue,or abiddingdependingon thevaluesof V ( s ) .

Somemorefurtherwork will befocusedonthedesignof thestateandfeaturerepre-
sentationandthesetof availableactions.Asadaetal. [5] proposedasolutionfor coping
with the“state-actiondeviationproblem”,in whichactionsoperateatafinergrainthan
thefeaturescanrepresent,having theeffect thatmostactionsappearto leave thestate
unchanged,andlearningbecomesimpossible.Weplanto evaluatethesuitabilityof this
approachin our experiments.Regardingtheactionsetdesign,we foundthat thesetof
availableactionswasmaybetoo smallandsomemoreactionsmaybeneeded.We are
working onan“action refinement”method[20] thatexploitsprior knowledgeinforma-
tion aboutthesimilarity of actionsto speedup the learningprocess.In this approach,
thesetof availableactionsis larger, but in orderto not slow down thelearningprocess,
the actionsaregroupedinto subsetsof similar actions. Early in the learningprocess,
theReinforcementLearningalgorithmtreatseachsubsetof similar actionsasa single
“abstract”action,estimatingP ( s

0

j s; a ) notonly from theexecutionof actiona , but also
from theexecutionof its similaractions.Thisactionabstractionis lateronstopped,and
theneachaction is treatedon its own, thus, refining the valuesof P ( s

0

j s; a ) learned
with abstraction.

7.3.4 GeneticAlgorithm

Weshouldanalyzethegenerality, in termsof differentenvironmentsandstartingpoints,
of theparametersobtainedby thegeneticalgorithm.Furtherwork shouldalsofocuson
designinganagentcapableof identifying thecomplexity of thetaskbeingperformed,
sothattheparameterscanbeswitchedfrom onesetto another. We will exploretheuse
of CaseBaseReasoningtechniqueson this “situationidentifier” agent.

7.3.5 Real experimentation

The resultsobtainedthrough real experimentationconfirmedthat, as alreadyseen
throughsimulation,the bidding coordinationmechanismand the mappingandnavi-
gation methodswork appropriately. Nonetheless,the scenariosusedin the real ex-
perimentswerenot very complex, andsomemoreexperimentationon morecomplex
scenariosshouldbeperformed.Thesenew scenariosshouldincludesomemoreobsta-
cles,eventuallyhaving somecul-de-sacs,sothattherobotwouldneedto undothepath
alreadydone.

However, thebig next stepon our researchis to move theexperimentationto out-
doorenvironments.Themaindifficulty of doingsois theavailability of avisionsystem
for outdoors,whichwedonothaveatthismoment.However, wethink thatthesuccess-
ful resultsobtainedon indoorunstructuredenvironmentscouldbequiteeasilyobtained
outdoors,sinceneitherthenavigationmethodnor thecontrolarchitecturearedramati-
cally affectedby thedifferencesof indoor/outdoorenvironments.
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7.3.6 CaseBasedReasoning

Besidestheuseof CBR describedin theGeneticAlgorithm approach,we alsoplanto
adda CBR agentthat would bid for actions.This agentwould usethe informationof
pastexperiencesin differenttrials (storedin form of f situation,action,resultg tuples)to
recognizesimilar situations,andwould thenbid for executingthe actions(or similar
actions)that bestsuitedthosesituations.The difficulty of this approachis to find the
properway to characterizethe situationsandhow to comparetwo situationsin order
to find out how similar they are. In this approachwe alsofacethe credit assignment
problem,sincewe cannotevaluatea situation-actionexperienceuntil the robot either
successfullyreachesthetargetor fails in its mission.
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