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Abstract. A major challenge in AI is designing autonomous systems that capture
the values of stakeholders, and do so in such away that one can assess the extent
to which that system’s behaviour is aligned to those values. In this paper we
discuss our response to this challenge that is both practical and built on clear
principles. Specifically, we propose eleven heuristics to organise the process of
making values operational in the design of particular class of AI systems called
online institutions. These are governed systems of interacting communities of
human and autonomous artificial agents.
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1 Introduction

In the Reith Lectures broadcast by the BBC at the end of 2021 [28], Stuart Russell spoke
about the challenges Artificial Intelligence (AI) research has in ensuring that AI works
for the benefit of human kind. There are several ways to address these challenges. One
way is to “put ethics into AI”; and more precisely, focus on the challenge of the value
alignment problem (VAP): “to build systems whose behaviour is provably aligned with
human values”. The VAP, in fact consists of two linked problems: how to embed human
values into AIS and how to assess if, or to what degree, the behaviour of the AIS is
aligned with those values.

We propose a principled and practical way of approaching the VAP, which we
call conscientious design, that consists of: (i) restricting the problem to one particu-
lar type of Artificial Intelligence Systems (AIS) that we call online institutions (OIs);
(ii) developing a conceptual framework —involving terminological distinctions, formal
constructs and properties— that delimit the interpretation of the VAP; (iii) developing
methodological guidelines and heuristics to guide the embedding of values in an on-
line institution and assessing the OI’s alignment with those values; (iv) developing test
cases which provide both a source of inspiration for the conceptual framework and to
evidence how our approach can be put into practice.

This paper is a contribution to component (ii) above. It contains some heuristics that
serve to guide the process of making values operational for an OI. The heuristics are
intended to be as generic as possible in order to show what are the main practical issues
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involved in embedding values and assessing alignment. It is work in progress (rather
than a completed design methodology) which builds on a decade long research effort
investigating online institutions and a conscientious design approach for building them
successfully (e.g., [34] and see for example references in [1,20,22]). In addition to that
long lasting interest, we draw also from experience from a different application of the
framework: policy sandboxes, where some of the concepts and constructs involved in
the heuristics we present here were first devised [24,25].

Online institutions (OI) are a subclass of artificial intelligent systems. They are hy-
brid multiagent systems (that involve human and artificial participants), where all inter-
actions are regulated (only those actions that comply with the OI’s regulations can have
any effect within that OI), are online (interactions consist of messages —or percepts—
exchanged through the OI) and, finally, situated within a particular socio-technical-
legal context [18]. Online institutions capture several intuitions of classical institutions:
Searl’s notion of separate “crude” and “institutional reality” [30]; North’s characterisa-
tion of institutions as artificial constraints that articulate agent interactions [23]; Simon’s
thinking of institutions as an interface between a collective objective and the individ-
ual decision-making of participating agents [31]; and Ostrom’s criteria for institutional
persistence. Those similarities are shown as part of the WIT design pattern in Fig. 1a.

Our focus on online institutions is based on two observations: first, the specific
features that distinguish them from other AIS provide the grounds for a principled ap-
proach to the VAP; second, plenty of deployed AIS which belong to the OI class and
there will be more abundant in the future.

In addition to a precise characterisation of an OI, the main contributions to the con-
ceptual framework of the CD approach are (i) the WIT design pattern, (ii) the (design)
distinction between the isolated and the situated view of an OI; (iii) specifying three
properties of OIs that one should aspire to achieve in their design: cohesiveness (that
the three distinctive WIT aspects actually complement each other), integrity (that the
OI is stable, not corruptible and works as intended) and compatibility (with the legal,
technological and social constraints of the context where it is situated); and (iv) the pro-
posal of three conscientious design value categories: thoroughness, mindfulness and
responsibility. Needless to say, appropriate terminological distinctions and some spe-
cific constructs give substance to the three main contributions [18].

The main contribution of this paper is to show how each of these four concepts
can be translated into methodological guidelines in the form of heuristics for the actual
embedding of values. In order to achieve this, the next section provides an overview
of our contributions to date. In Sec. 3 we describe a running example to illustrate the
applicability of our heuristics. Sec. 4 presents the heuristics themselves and the paper
ends with some closing remarks on what we have achieved and future work.

2 The Conscientious Design story so far

2.1 The WIT Design Pattern

The purpose of the WIT design pattern is to support the process of building online
institutions (OIs). The most recent description [22] is a relatively high-level one in-



Design heuristics for ethical online institutions 3

Online 
Institution 

(OI)

 

 

Technology
(T)

World
(W)

Institution
(I)

abstract

ground

input

output

implement
specify

J. R. Searle
Institutional Reality

D. C. North
Articulate Interactions

H. A. Simon
Interface between collective goal and 

individual decisions

(a) The Isolated OI, drawing on Searle [30],
North [23] and Simon [31]

OI

 

 

TW

I

Legal

Social

Technological

Owner
Designer

Users
Others Stakeholders

Other Systems

Platforms

Communication

Negotiations

Standards

Context of Use

(b) The Situated OI

Fig. 1: The Views of an Isolated Online Institution vs a Situated Online Institution
tended for a non-specialist audience,while earlier iterations at previous COIN(E) Work-
shops [20] and other published research [18,19,34] are more technical, and chronicle
the evolution of our ideas.

The first significant difference between earlier work, before [22], and the work in
this paper is the use of the term WIT Design Pattern to refer to the range of concepts and
approaches needed for the ethical design of OIs, where we draw on the principles put
forward by Alexander [2,3] to capture the idea of habitable online spaces that evolve to
meet the changing needs and values of their inhabitants. This in turn draws on value-
sensitive design (VSD) [8,9,10] which provides the basis for the role of human values
in the design process of computational systems, and on Deming’s underpinnings for
Total Quality Management (TQM) [4] to account for the maintenance and evolution of
the online space.

The second significant difference is our use of the term “online institution” (OI) in-
stead of the previously used socio-cognitive technical systems or hybrid online systems.
We next describe two distinct categories (or abstractions) of an OI as follows: (i) the
isolated OI in Fig. 1a, which enables the design of an OI to be considered from three
different but related perspectives:W , the OI as seen from the world perspective; I, the
institutional or governance perspective of the OI and T , the OI from its technological
perspective; and (ii) the situated OI in Fig. 1b, where the isolated OI connects with
the corresponding elements of the physical and social world to establish what “counts-
as” [14] in both directions and to anchor the online institutions with its physical world
counterparts.

For any isolated OI it is necessary to be able to demonstrate cohesiveness, which is
to say the three views work as intended, and integrity, which means it is a persistent,
well-behaved online system. In order to be fit for its purpose, the situated OI needs to



4 Noriega et al.

be effective in the context of its use. Consequently, the OI has to be compatible with the
technological, legal, social and economic requirements of its working environment.

2.2 Conscientious Design Value Categories (CD-VCs)

As part of the development of the WIT-DP framework we have developed the notion of
Conscientious Design value categories: thoroughness, mindfulness, and responsibility.
Here we summarise these to provide the reader with a sense of these below (the full
definitions can be found in [22]):

– Thoroughness: this refers to conventional technological values that promote the
technical quality of the system. It includes completeness and correctness of the
specification and implementation, reliability and efficiency of the deployed system.
Concepts such as robustness, resilience, accessibility, and security are all aspects
of thoroughness.

– Mindfulness: is about engendering a wider awareness of the range of direct and
indirect needs of, and impacts on, humans (both users and non-users) which is so
often over-looked. Examples include data ownership, and the OIs accessibility and
usability, and this category has much in common with Schwartz’ “personal focus”
values.

– Responsibility: addresses both the effects of the system on stakeholders and the
context in which it is situated, as well as how indirect stakeholders and that context
may affect internal stakeholders. Examples include liability and prestige, and are
akin to the “social focus” values of Schwartz [29].

In our work on Ethically Aligned Design [22] we have shown how these CD value
categories can be mapped onto different ethical AI value frameworks such as the initia-
tives from the EU [11] on Trustworthy AI and the IEEE guidelines for imbuing values
in AIS [32]. As meta-analyses of the multitude of frameworks show [7,17], many have
overlapping definitions and principles. However, the CD value categories have the ad-
vantage of supporting more than one way of looking at the principles included in these
frameworks.

One final remark here concerns the stakeholders. Stakeholders are all those affected
by, or those affecting, the system during both development and deployment. Direct
stakeholders are those stakeholders who are responsible for the design and deployment,
or are direct users of the OI. In practice, in every OI there are always three categories
of direct stakeholders: owner, engineer and user and we will detail each of these in the
next section. Those stakeholders who are affected by the system, but are not part of the
decision-making and do not use the system directly, we call indirect stakeholders — as
is the usual term in value sensitive design. The values of direct stakeholders need to be
explicitly accounted for in the design and use of the OI.

In order to identify those values of direct stakeholders and make them operational,
direct stakeholders can be separated in three different groups: owner, engineer and user.
This separation reflects the distinctive objectives of direct stakeholders in every OI: the
owner looks to deploy an OI that supports a collective endeavour “as well as possible”,
the users participates in the OI to achieve “as well as possible” their individual goals
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with whatever means are provided by the OI, and the engineer builds “as well as pos-
sible” an OI that satisfies “as well as possible” the owner and the user objectives. The
point is that each “as well as possible” is guided by different values. Notice that since,
in every OI, those distinctive objectives of each of the direct stakeholders are similar,
the values that each of them holds are similar to some extent in every OI. See below,
Sec. 4.2, Heuristic 4.

3 The Easyrider Online Institution

To support the understanding of the theoretical and practical concepts involved in the
WIT-DP for ethical AIS, we introduce Easyrider, a rich enough toy example of an OI
for buying and selling train tickets online. Are we mentioned in the last section the
three categories of direct stakeholders are Owner, Engineer and Users and are detailed
as follows.

1. Owner: refers to the individual or organisation that commissions and operates the
OI. In this case the railway company is the Owner, because it commissions and
operates the OI in order to sell tickets online through travel agencies.

2. Engineer: refers to the individual or organisation responsible for ensuring the re-
quirements of the owner are satisfied in am effectively designed and deployed OI
that supports intended usage.

3. User(s): refers to the users who will use the system and satisfy their goals by in-
teracting with others. In Easyrider there are two categories of users: passengers
(who are human agents) that use Easyrider to buy, and possibly return train tick-
ets, and travel agencies (who are software agents) that buy tickets from the railway
company to re-sell them to passengers.

In Easyrider, the indirect stakeholders would include the commerce and transit au-
thorities that regulate the railway services, the banks and payment services that support
purchases, phone companies and, to some extent, the population —and the environment—
of those cities served by trains and affected by the travelling of people back and forth.

3.1 Goals and Values

The WIT DP approach to design we propose starts by identifying the ultimate objectives
of stakeholders —the rationales for the creation, engineering, and use the particular OI.
However, because we want to embed values in the OI we also need to make explicit
the terminal (or intrinsic) values that motivate those objectives and those instrumental
values that determine the means provided by the OI to reach those objectives [27].

Table 2 illustrates those three elements in Easyrider. For brevity, we only include the
ultimate goal of the stakeholder groups, the key terminal values that guide those goals
and the most prominent instrumental values that motivate the stakeholders’ decisions
and means to achieve those goals. Next to each “instrumental value” we indicate the
type of CD category it belongs to (T for thoroughness, M for mindfulness, and R for
responsibility). In the next section we build on these examples to illustrate how CD
values can be embedded in Easyrider.
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For example, the railway company who owns Easyrider develops an online ticketing
service in order to sell enough seats to amortize capital it has invested in the train
service, and it wants to achieve that objective guided by three terminal values: (i) a
sense of good management of the company capital and its operation; (ii) the provision
of a service through travel agencies that is profitable for these travel agencies which in
turn leads to attracting both existing and new passengers to use the system; and (iii) an
acknowledged positive impact because more persons travel in train instead of using
less ecological means of transportation and also because a public infrastructure is better
used.

Moreover, the specification of Easyrider should also reflect the railway company’s
criteria for instrumenting those terminal values. So, for instance, good management is
achieved by a thorough implementation of management policies and practices; respon-
sibly by achieving a healthy cash-flow. Alongside, the OI promotes an occupancy of
wagons that provides that cash-flow without being uncomfortable for passengers; while
enabling profitable margins to travel agencies.

We now move onto the issue of how to make values operational within our estab-
lished framework for designing ethical OIs.

4 Making values operational

The proof of developing a value-imbued system is in the pudding of making values
operational as well as choosing the values in order to be able to assess if the values
are indeed enhanced or supported by the system. According to [26], there are three
pre-requisites that need to be fulfilled to assess if certain values are embodied in an AI
system: (i) values are addressed in the design of the system, i.e., there is no such thing
as accidental value embedding; (ii) the AI system is seen as a sociotechnical system
not an isolated technological artefact, i.e. it is situated; and (iii) the AI system is not
ascribed any moral agency, differentiating it from human agents.

Since we want to embed values in a working system, we need to translate an intuitive
understanding of values into precise constructs that can be specified as part of a system
and then see whether or not they are supported by the working system. This is what we
call the process of making values operational. Since this is a complex process the first
thing to do is to make things manageable.

4.1 Three Heuristics for structuring value operationalisation

The point of the heuristics for structuring value operationalisation is threefold: (i) to
decompose the complex problem into subtasks, (ii) to facilitate the separation of design
concerns and (iii) to put design priorities in focus. We propose three design heuristics
for this purpose:

Heuristic 1. Making values operational is an iterative process.

Making values operational is a process of iterative approximation that converges to
whatever is “just enough” for whichever stage the system has reached, from preliminary
evaluation through to decomissioning. It also functions as the means to track the moving
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target of the changing needs and value preferences of the participants. As sketched in
Fig. 2, the process starts with the choice of values and ends with a specification of an OI
that is aligned with those values. The first task consists of choosing a list of values that
are relevant for the OI. The task of the second stage is to make those values objectively
measurable, for which we use a two step process: they are interpreted by linking them to
concrete referents (“means” to support the value and “ends” that reflect its achievement)
that may then be represented within the system in readiness for the next stage. The third
stage consists in defining the value assessment models that establish (i) the precise ways
in which one can tell whether a value is being attained and to what degree, and (ii) how
to resolve value conflicts . The outcome of this process is to put the representation of
the values and the assessment into the specification of the OI.

Heuristic 2. Ethical design is a participatory effort where all direct stakeholders have
their say at different phases of the OI life-cycle.

The cycle of making values operational is active for the lifetime of the OI. However,
the involvement of stakeholders is different in different phases of that life-cycle. The
design of a value imbued process is started by the owner whose main goals and values
are passed as design requirements to the engineer. The engineer is then responsible for
interpreting these values of the owner, and to elicit and interpret the values of users.
Based on these requirements, the engineer makes all the relevant values operational and
specifies and deploys the system as proficiently as possible. Although the decision to
deploy rests with the owner and their values take priority, its success rests with the users
and in the implementation. Therefore, in the evaluation and updating of the system, user
values take precedence, then the engineer takes over and the release of a new version is
up to the owner’s values again.

In practice (as mentioned in Sec. 3.1), the process of making values operational is
kick-started by the choice of terminal values (desirable end-states of existence) for the
ultimate goals of each stakeholder and a first take on the instrumental values (related to
modes of behaviour) [27]. In other words:
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Heuristic 3. Value assessment drives the iterative process of making values opera-
tional.

The rationale is that it is helpful to sketch which are the values that each stakeholder
wants reflected in the OI and how stakeholder would assess whether the OI promotes or
protects those values before starting the detailed process of imbuing values.

4.2 Heuristics for the choice of values

A first heuristic is based on the acknowledgement that the choice of values needs to take
into account three frames of reference. First, the application domain, which determines
goals and makes some instrumental values relevant and others less so. In Easyrider
for example, values related to e-commerce and transportation become relevant, while
those associated with, say, health services do not. Second, the role of stakeholders influ-
ences the choice of values. Stakeholders choose values that are relevant for the domain,
however, regardless of the application domain, engineer values always reflect the goal
of developing an OI that handles a particular collective activity , owner values always
have to reflect the need of engaging users, and user values reflect their motivation and
preference for choosing to engage in the OI. The third frame of reference that influ-
ences the choice of values is to profit form the fact that the WIT design pattern induces
a natural separation of design concerns that remain valid throughout the OI life-cycle.

Regarding the use of the WIT design pattern, we argue that in order to embed the
terminal and instrumental values of each stakeholder in the OI, one needs to address
three main design requirements: (i) to enable collective interaction in a well-defined,
limited part of cyber-physical reality; (ii) to set up the rules of the game so that the
outcomes of those interactions are consistent with the values of the stakeholders; and
(iii) to implement these rules in such a way that the actual online system runs accord-
ing to those rules. The WIT pattern facilitates the analysis of those requirements by
establishing nine design contexts where specific values are involved. These contexts
are the six design concerns associated to the relationships between the W − I − T
components of the isolated OI (Fig. 1a) and the three design concerns arising from the
legal, technological, and social compatibility of the situated OI (Fig. 1b). Two points are
worth mentioning: first, all CD, terminal, and instrumental value labels may be localised
as more specific labels for each stakeholder in each of the nine contexts; second, not
all the nine contexts are equally important for all stakeholders, hence one can rank the
degree of involvement —in the participatory design process— of the three stakeholders
for each context and each CD value class.

Table 1 illustrates value contextualisation for the OI engineer regardless of the OI
domain. The top part gives an interpretation of the CD-value categories and the bottom
part declares those contexts of the WIT design pattern where the engineer has the final
word on the choice and interpretation of the contextualisation.
Heuristic 4. Contextualisation: Value choice depends on the domain of the OI, the
actual stakeholder and the WIT-DP context where it is meant to be applied.

The second heuristic for choosing values suggests how to proceed in order to iden-
tify relevant values. The idea is quite straightforward: use the goals of the stakeholders
to search for values and keep the CD value categories present to prevent overlooking a
significant value.
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Heuristic 5. Value selection: Define the ultimate goals of each direct stakeholder, then
associate with each stakeholder the corresponding terminal and instrumental values and
validate the selection of instrumental values with the CD value-categories.

In practice, each stakeholder is committed to an ultimate goal which ought to be
legitimised by an ultimate or intrinsic value. However, that goal needs to be decomposed
into means and ends that determine how the stakeholder may achieve its goal. In order
to choose the particular means and ends that lead to achieving that ultimate goal the
stakeholder will use its instrumental values 5

The CD value categories serve a dual purpose, on one hand they are useful for
labelling instrumental values (something that will be essential for value assessment and
for the eventual termination of the operationalisation process); on the other hand, the
intuitive understanding of the three categories (and the experience of using them in
other OIs) is a practical way of validating that the instrumental values that have been
chosen truly constitute a good coverage of each of the three main categories.

Table 2 is a partial contextualisation of the terminal and instrumental values of the
owner and the users of Easyrider (the engineer’s values are summarised in Table 1).
In Table 2 we list only four instrumental values of the owner and users of Easyrider,
and refine these with more specific values; some of which are underlined because they
are used in sections 4.3 and 4.4, and in Table 3 to illustrate the interpretation and
representation of value labels. Notice that each instrumental value is labelled with the
CD value category it more naturally belongs to.6

One last remark about the choice of values. Since the process of making values
operational is gradual, the refinement of value labels is better served by the analysis of
only the most salient stakeholder values in the first pass. One need only come back to
this step of the operationalisation process when the value assessment process requires
an improvement of the alignment of the OI to the stakeholders’ values (see Heur. 11).

4.3 Heuristics for value imbuing

Imbuing is a prerequisite for specification. Its objectives are to turn the intuitive un-
derstanding of a relevant value into an objective understanding that may be embedded
into the OI. This task of imbuing values in a system involves two efforts: interpretation
and representation of values. These two sub-processes are applied to each instrumental
value label and while all stakeholders are involved, the stakeholder who chooses a given
value leads the task.

5 There are two ways of identifying ultimate and instrumental value labels. One is to ask the
users to name them [33,15]; another is to draw from available value taxonomies like [12,13,29].
Following the second path, we propose the CD value categories mentioned earlier: thorough-
ness, mindfulness and responsibility [20,22] that serve as intuitive catch-all labels that become
more meaningful as they are applied to different design concerns as the design of the OI ad-
vances.

6 Although individual passengers and travel agencies may have different value interpretations,
the table stands for a consensus of what values to embed and how that is the result of the
participatory design process.
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(1) Engineer’s terminal and instrumental values

Engineer’s ultimate goal: Design and build an OI proficiently

Thoroughness:
(i) Do the usual stuff to do a good job during the whole life-cycle of the system;
(ii) Adopt best practices and standards in the application domain;
(iii) Make the OI fit for the ultimate goals of direct stakeholders;
(iv) Validate cohesiveness and integrity.

Mindfulness:
(i) Engineer all values of owner and users;
(ii) Be transparent about the quality and limits of the OI.

Responsibility:
(i) Guarantee cohesiveness and integrity of the isolated OI;
(ii) Guarantee compatibility of the situated OI.

(2) Engineer’s leadership in the WIT design pattern:

(i) Integrity of isolated OI;
(ii) Cohesiveness of isolated OI;
(iii) Technological compatibility of situated OI;
(iv) Priority design sub-contexts: specification (I→T), implementation (T→I) and user interface (W↔T’)

Table 1: Engineer’s value contextualisation (independent of OI domain). (1) The generic
ultimate goal of an engineer is aligned with each of the CD-value categories, which
are translated into intuitive descriptions of their most salient means and ends. (2) The
engineer holds the ultimate responsibility for value imbuing in particular WIT pattern
design contexts.

Railway company Passengers Travel agencies
Fill trains Buy train tickets Profitable trading business

Sound management Convenience Profit
adequate return on investment (M),

balanced cash-flow (M), ...
flexibility (M), abundant offer (M),

ease of use (M)
increase volume (M), increase

margin (M), lower costs (M,R), ...

Proficient OI Restraint Convenience
trustworthiness, (R) effectiveness

(M, R), impartiality (R), transparency
(R), legal compliance (M,R), ...

lower fares (M), ... easy to use (M), compatible with
in-house practices and systems (M),

reliable support (M), ...

Good customer relations Reliability Reliability
reliable support (R), accountability

(R), privacy (R), ...
secure transactions (M),

accountability (M), privacy (M), ...
transparent rules of operation (M),

fair competition (M, R), secure
transactions (M,R), ...

Good citizenship Pleasant travelling Good citizenship
support SDGs (R), corporate

responsibility (R), prestige (M), ...
comfort (M), conviviality (M,T), ... prestige (M), social recognition (R),

...

Table 2: Ultimate goals and main instrumental values of the owner and users of the
Easyrider OI. Each goal is associated with four instrumental values that guide its
achievement. Those instrumental values are in turn partially refined into more specific
values – labelled with their corresponding CD-categories – that will be imbued in the
system. Underlined values are used in Table 3 and examples.
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1. Interpretation: Its purposes are to obtain an objective description of the the mech-
anisms and constraints that support (promote) or maintain (protect) each value, and an
objective description of how one can eventually assess whether a value is in fact being
protected or promoted. This can be articulated with two heuristics.

Heuristic 6. Value interpretation (1) is to articulate the meaning of a value as the
means and ends that are most typical of it in a given context.

The leading stakeholder for a given value, with inputs from the other stakeholders,
interprets it by looking at the concrete actions or objects that can afford its achievement
and maintenance (the means) and identifying the states of affairs that show that the
value is actually being promoted or protected (ends).

Once the means and ends are articulated, one needs to identify what the observable
features of the states of affairs are involved in those means and ends in order to use
them for measuring the attainment of a value and stating along those terms the degree
of satisfaction of the different stakeholders. Consequently, this heuristic provides the
essential elements for the definition of the value assessment models that we discuss in
the next section.

Heuristic 7. Value interpretation (2) consists in associating with each value observ-
able features involved in value means and ends, and discovering stakeholder priorities
and thresholds of satisfaction.

2. Representation: From these means and ends, and their observable features, the engi-
neer with input from the other stakeholders decides how to represent the instrumental
values so that they can be implemented as part of the physical and governance model
of the OI (or in the decision model of an artificial agent).

Heuristic 8. Value representation translates value interpretations into components of
the abstract representation of the OI, that will be the basis for its specification.

There are essentially three ways of translating value interpretations into value rep-
resentations: as norms and standard procedures, as affordances, and as information for
participants. Table 3 illustrates the interpretation and representation of some instrumen-
tal values included in Table 2).

1. Some values are represented directly as norms that promote, mandate, curtail, or
discourage behaviour; or prescribe the consequences of institutional actions. For
example, passengers’ flexibility may be interpreted as allowing ticket changes,
which may be represented with a norm that allows ticket purchase and devolution
up to five minutes before departure.
Sometimes a single norm is not enough and a value may have to be represented
as a standard procedure. For instance, Easyrider may include protocols for issuing
different reports. Such reports —say, tax-valid receipts for every final sale or a
refusal to accept a devolution—, are means that support the end of having evidence
to achieve the value of accountability and transparency for stakeholders.

2. A second way of going from interpretation to representation is through the intro-
duction of new entities in the institutional reality that afford specific actions or
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Passenger Users and owner Owner Owner

Values flexibility accountability and
transparency

support SDGs adequate return on
investment

Ends allow last-minute
purchases, ...

proof of action, ... promote the use of
train to support SDG

7, 9, 13, ...

high occupancy of
carriages

Means extend purchasing
deadlines; install

ticketing machines at
station; ...

reports of relevant
transactions, ...

marketing campaigns,
...

attractive fares, ease
of purchasing,
marketing, ...

Representation norms and
affordances

procedures for issuing
each report type

banners and
messages, poll

procedure and
physical action; add

carriages when
needed

Observable number of tickets sold
close to departure;

number of
machine-issued tickets

list of reports of each
type

passenger and TA
awareness of the good

impact of trains

occupancy level

Thresholds more than 10% of total
sales are late

purchases

at least all legally
required reports

increase of awareness
and acknowledged

motivation

between 60% and
80% occupied seats in

a carriage

Table 3: Imbuing of some instrumental values of Easyrider’s owner and users. Each
value is interpreted in these examples as one typical end that leads to the stakeholders’
ultimate goals in alignment with the corresponding values, and some means that are
conducive to the achievement of that end. These means and ends would be represented
with some instruments that embody the means, in a way that one may objectively assess
whether these values are satisfied or not in the deployed system.

outcomes that promote or protect a value like accountability. For example, passen-
gers’ value of travel flexibility may also be supported by allowing the possibility
of purchasing and printing tickets in ticket dispensers at the station. In this case the
physical model (ofW) would need to include ticket dispensers and their use would
be regulated with norms that will be part of the “governance model” of Easyrider.
In this example, the affordance of using printed tickets may require other devices
in the station or aboard trains to validate tickets. The owner would have to decide
whether the use of printed tickets is worth the extra regulations and the cost of
dispensers, or not.

3. The third mode of representing values is as a set of facts, recommendations or
arguments that are made available to users with the purpose of influencing their
decision-making. For example, the railway company’s instrumental value support
sustainable development goal (SDG) can be promoted through banners or messages
that appear in the use of Easyrider or in marketing campaigns that make users
aware of the beneficial impact of traveling by train (and eventually also increase the
number of trips). The achievement of the value is observable, for example, through
a customer satisfaction poll and its degree of satisfaction measured through the
aggregate opinion users.
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4.4 Heuristics for value assessment

We now turn our attention to the task of evaluating to what extent stakeholders val-
ues are reflected and met in the OI. The imbuing step that we proposed above entails
three claims: (i) that —since ends are observable— the alignment of values can be
“assessed” somehow (or measured); (ii) that stakeholders are capable of determining
whether they are satisfied or not with the degree to which the system is aligned with the
values they care about —since for each value interpretation, its satisfaction thresholds
can be elicited from stakeholders; (iii) that the engineer is able to transcribe measuring
and satisfaction into the specification of the OI. We make these claims operational with
the construct of value assessment models. The value assessment model of a stakeholder
shas three parts: a list of values, a way to measure each of those values, and a way to
combine them.

Heuristic 9. Value measurement consists of mapping the observable outcomes that
stand for the value and the thresholds expressed by the stakeholder on an ordered set
that reflects the degree of satisfaction of the user with that value.

We mention two extreme possibilities of value measuring to illustrate this heuristic.
As we saw in the previous section, the interpretation of a value commits to an observ-
able feature that stands for the value and, ideally, to some bounds or thresholds that
determine the degree to which the value is satisfied. one form of measuring values that
allows for a crisp assessment assumes that the observable feature is an “indicator” (or a
scale on a totally ordered set), boundaries determine thresholds that determine not only
if the value in question is being satisfied or not but also to what degree.7 For instance,
in Easyrider, a travel agency recognises secure transactions as a mindfulness and re-
sponsibility value, which is being interpreted as “honouring deals”. This instrumental
value is interpreted, in particular, by guaranteeing that travel agencies pay all their dues
to the railway company and to other travel agencies. The means the institution has im-
plemented to maintain that value, are to require of travel agencies to post a bond that
covers potential harm, and levy a fine for any mishap. The observable outcomes are
the costs of the mishaps. The travel agency may use that representation of the value to
measure secure transactions and also the satisfaction of its own value of lower costs by
the sum of fines it pays over the year and prefer to pay no more than a fixed amount in
a year.

A minimalistic way of measuring value satisfaction, on the other hand, may con-
sists simply in mapping all the possible observable outcomes onto a finite set of proxy
scores that are each labelled with a degree of satisfaction that reflect the boundaries
defined in the interpretation of the value. For example, in Easyrider, the railway com-
pany wants to fill trains but not too much if it wants to keep passengers satisfied. The
owner satisfaction depends not only on the number of unsold seats (few sold seats, not
good; totally full trains, not good either), but also in how the empty seats are distributed
in each carriage (few passengers but all stuck at the back, not good; groups of friends

7 Ideally, the totally ordered set is mapped onto a convex function whose range goes from -1
(totally unsatisfied) to 1 (perfectly satisfied) and the mapping of thresholds define a region of
“satisficing” scores.
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seated together, good). Satisfaction of passengers’ comfort and conviviality as well as
affecting the railway company’s balanced cash-flow could be measured, for example
with a pairwise preference combination of density vs seat configurations and the degree
of satisfaction of each pair with a ranking, say, unacceptable, undesirable, satisfactory,
very satisfactory. Even more radical, the value accountability may be interpreted as re-
sponsibility by the owner and in this case, if the same bonding mechanism is afforded,
its fulfillment duly regulated and its enforcement strict – all these conditions achievable
at implementation time – its assessment is ex-ante satisfactory.

The third component of the value assessment model is an aggregation function that
combines the stakeholder’s satisfaction with all and every value; and thus assess the
extent to which the OI aligns with the combined set of stakeholder’s values. The ag-
gregation function should take into account the priorities and trade-offs between values
and other features like their urgency, associated costs or expected evolution of the ob-
servable features involved with those values.

Heuristic 10. An aggregation function combines the level of satisfaction of several
values into a single outcome that represents the aggregate satisfaction derived by the
stakeholder from the combination of those values.8

A thorough discussion of aggregation functions is beyond the scope of this paper
but one can get an idea with a simple version of the engineer’s aggregation function.
A top-down definition of the engineer’s aggregation function may be to aggregate the
degree of satisfaction of the engineer with each of its three CD values defined in Ta-
ble 1, as follows: (i) Assessment of satisfaction of thoroughness and responsibility
is essentially technical. The first will be the result of the aggregation of the degrees
of satisfaction of the four thoroughness goals and by assessing that mindfulness, re-
sponsibility, integrity, cohesiveness and compatibility are dully validated. (ii) Likewise
responsibility is assessed through the assessment of the (technical) soundness of in-
tegrity and compatibility of the OI. (iii) However, satisfaction of mindfulness requires
that all the values of users and owner have been properly “engineered” (specified and
implemented) but for that owner and users have to agree on the way their values are
interpreted and represented. Thus engineer’s mindfulness depends on users and owner
agreeing that their own values of throroughness, mindfulness, and responsibility are
satisfied with the observable features and thresholds that they agree upon.

This very last aggregation involving the satisfaction of the other stakeholders builds
on the process of participatory design of the OI and on the assessment of each separate
value in terms of the observable feature that stands for it (which is the same for every
stakeholder). The way these detailed assessment are aggregated may be different for
each stakeholder but in this case, the engineer has priority on some CD design contexts
(part b in Table 1) and thus its aggregation function of non-priority context will be
that of the other stakeholders but the engineer’s may be more demanding for the val-
ues in its own priority contexts. The owner, as the stakeholder who is responsible for

8 Note that to determine the alignment of an OI with a set of values, which is the ultimate purpose
of making values operational, one needs a top level aggregation function that combines the
degrees of satisfaction of all stakeholders.
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commissioning, deploying, updating and preserving the operation of the OI, has the last
word.

Note that the purpose of the aggregation function is two-fold: first to commit to an
encompassing measure of satisfaction that reflects value priorities and trade-offs for the
stakeholder; second to determine if the alignment of the OI with the set of values is
“good enough” for the stakeholder. Consequently, if the alignment is not good enough,
the aggregation function and the value assessment model in general can be used to pin-
point those values that are not properly embedded in the OI. If a global assessment
model is not satisfactory, a compromise can usually be reached by revising the aggre-
gation function, simplifying value measurement, and relaxing satisfaction thresholds.

Heuristic 11. Improvement of value alignment. When a value alignment is not satis-
factory, revise the steps of the operationalisation process backwards until stakeholders
are satisfied.

The idea behind this heuristic is the following: from a bottom up perspective, each
stakeholder chooses its own values, how to interpret them, and the observable features
that are used to determine whether the value is being satisfied (and to what degree)
(Heuristic 7). One underlying assumption of OIs is that there are observable features
which are common to all stakeholders. However, not all stakeholders will hold the same
values in general, and therefore not all observable features will be equally relevant for
different stakeholders. This means that each stakeholder will combine and prioritize
the observable features in different ways. This difference, is unproblematic unless a
conflict of the interpretation and assessment of values among stakeholders arises. When
this occurs, the conflict can be resolved by incorporating additional observable features
(and the new required means to achieve them) that are relevant for the stakeholder who
is unsatisfied with a specific interpretation of a value into means, ends and observable
features.

From a top-down perspective, we can assume all stakeholders aggregate values in
our three CD categories: thoroughness, mindfulness and responsibility. The aggregation
function of each stakeholder is unlikely to be the same in general, and agreement, or
some other form of reconciliation should take place, in order to the the OI to be aligned
with each of its stakeholders values. This is unproblematic as long as the stakehold-
ers agree on some trade-offs which may be reached if some stakeholders change the
weighting of some values in the aggregation function, or choose to relax their levels of
satisfaction with respect to certain values.

The final trade-off agreement may be reached by moving back and forth from the
aggregation at different levels of value decomposition within each category.

5 Closing remarks

In this paper we propose heuristics to make stakeholder values operational in online
institutions. These heuristics belong to a larger task to provide general methodologi-
cal guidelines for a principled approach to embedding values in AI systems. It seems
clear to us that any such approach requires that values are made explicit, that their in-
terpretation can be translated into a machine executable representation, and that their
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satisfaction can be objectively assessed. We claim that while these conditions are nec-
essary, we do not impose any further requirements to value theory.

In the heuristics we propose, we remain neutral about the choice of formalisms
used for representation and for the assessment of values. (Though we are considering
using Z with its ability to capture both agent architectures, multi-agent systems and
design methodologies [5,6,16].) However, we believe that for certain types of online
institutions (and AIS in general) there are reasons to adopt specific interpretations of
each value in terms of a means and ends decomposition that give grounds to more
specific representation and assessment conventions, whilst recognising they might not
necessarily be unique.

Whilst focus of this paper has been on heuristics for making values operational
in governed multi-agent systems, we believe that heuristics could be similarly applied
to the embedding and assessment of values in the design of individual autonomous
agents. Nevertheless, there are specific aspects of the design process that would need
to address the role of values in designing artificial agents’ architectures and behaviour.
For instance, for an artificial agent that is intended to behave in an ethically-consistent
manner, the engineer may commit to some cognitive architecture that includes values
as an explicit and necessary construct in their inference-based decision-making models,
or make explicit use of value theories that explain ethical behaviour without assuming
rational ethical reasoners [24].

We mention elsewhere [21] that one could apply the conscientious design approach
to developing tools to prevent undesirable effects of existing third party software. The
heuristics we propose in this paper can be used to determine whether the behaviours of a
given system is aligned with any explicitly stated values. This leads us to the possibility
of adding, to such existing systems, new functionality that ensure they behave with
proper alignment with respect to any stated values. This is something we plan to address
in future work. In addition, our intentions include developing our approach to support
policy makers, evolving stronger good practices, and making use-cases readily available
to facilitate uptake.

The process of making values operational that we discuss in this paper is at the
core of the Value Alignment Problem, which concerns the embedding of values in ar-
tificial autonomous systems and assessing their alignment. However, our proposal can
be placed in a wider perspective of developing a theory of value with a distinctive AI
flavour. The value theory we foresee would be centered on the interplay of governance,
autonomy, and collective hybrid behaviour and because artificial autonomous entities
are involved, there are meta-ethical, normative ethics, and applied ethical problems that
other theories of values do not address. In fact, unlike other theories of value, such
an “artificial axiology” purports to embed ethical constructs into artefacts and assess
ethical questions associated with them. The approach we envision shares with AI and
other sciences of the artificial a peculiar mix of science and engineering; it would draw
on constructs and methods from AI and other sciences of the artificial, and require a
serious interdisciplinary effort.
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