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ABSTRACT
Methods for automatic sound and music classification are of great value when trying to organise the large
amounts of unstructured, user-contributed audio content uploaded to online sharing platforms. Currently,
most of these methods are based on the audio signal, leaving the exploitation of users’ annotations or other
contextual data rather unexplored. In this paper, we describe a method for the automatic classification of
audio clips which is solely based on user-supplied tags. As a novelty, the method includes a tag expansion
step for increasing classification accuracy when audio clips are scarcely tagged. Our results suggest that very
high accuracies can be achieved in tag-based audio classification (even for poorly or badly annotated clips),
and that the proposed tag expansion step can, in some cases, significantly increase classification performance.
We are interested in the use of the described classification method as a first step for tailoring assistive tagging
systems to the particularities of different audio categories, and as a way to improve the overall quality of
online user annotations.

1. INTRODUCTION AND RELATED WORK
The internet is full of user-contributed multimedia con-
tent that is usually lacking common metadata or annota-
tions to help in its organisation, browsing, sharing and
reuse [24]. Each online platform has its own particular
uploading process, featuring different functionalities and
design. However, practically all such processes ask users
to provide some kind of metadata to be able to easily
index the uploaded content. For that purpose, it is very
common the usage of collaborative tagging systems [18].
Thus, the responsibility of describing uploaded content
relies on users themselves, and so depends the descrip-
tions’ accuracy and comprehensiveness. As a result,
multimedia content is often sparsely annotated and with
a certain degree of incoherence due to users’ different an-
notating styles, which limits the possibilities for resource
organisation and structured content browsing [5, 11].

Facing that problem, content-based techniques for the
automatic classification of audio, image and video pro-
vide reasonably good results when classifying unstruc-
tured contents in reduced domains and using rather gen-
eral taxonomies. In the audio domain, some research
has been focused on specific problems such as distin-
guishing among instruments [4, 12, 17] and sound ef-

fects [6, 13, 19, 22]. In these studies, sounds are clas-
sified into non-overlapping categories such as instru-
ment names (e.g. trumpet, saxophone), performance ar-
ticulations (e.g. pizzicato, staccato) or foley and en-
vironmental sounds (e.g. explosions, doors, automo-
biles, animals). Other approaches classify audio clips
in broader categories such as environmental sounds, mu-
sic or speech [6, 19]. All these approaches follow a
very similar structure. Typically, a set of low-level au-
dio features is extracted from sound samples in a given
collection, yielding a feature vector representation of ev-
ery sound. Also, sound samples are manually annotated
using the concepts of a taxonomy representing the par-
ticular classification domain (e.g. a taxonomy of musical
instruments or sound effects). These taxonomies tend to
be rather small (between 2 and 20 concepts). Then, su-
pervised learning is performed using SVM, HMM, k-NN
or Bayesian classifiers trained with the feature vectors
corresponding to annotated sound samples.

Further research has been focused in music genre classi-
fication [7, 23] and mood classification [2, 14]. Again,
the followed approach is very similar to the one previ-
ously described. However, some of these studies also
make use of use of textual data such as lyrics and social
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tags. Chen et al. [7] take advantage of social tags to build
a song similarity graph (on the basis of shared tags) that
is used to propagate the output of a content-based music
genre classifier among neighbouring songs in the graph.
In that case, no classifier is directly trained with tagging
data. Laurier et al. [14] use latent semantic analysis on
songs’ lyrics to train a k-NN classifier which, in combi-
nation with an SVM trained with low-level audio feature
vectors, is used for distinguishing between moods. In
a similar way, Bischoff et al. [2] also present an hybrid
strategy for mood classification which linearly combines
an SVM classifier trained with low-level audio feature
vectors and a Naive Bayes classifier trained with social
tags extracted from Last.fm. A bag-of-words approach
is followed to represent songs as high-dimensional vec-
tors of tag occurrences, but no dimensionality reduction
techniques are applied to these vectors and therefore the
Naive Bayes classifier is trained with very high dimen-
sional data. To the best of our knowledge, no audio clas-
sification systems have been researched that only use in-
formation coming from social tags.

Generally speaking, the classification of image [16] and
video [3] content also follows very similar strategies to
the ones outlined for sound and music. As far as we
know, no methods for image or video classification have
been designed that use only tag information. Given the
high availability of user annotated multimedia content in
the internet we believe that despite annotations’ noisi-
ness, classification methods based on information such
as social tags deserve more attention.

In this paper we propose a method for audio clip classifi-
cation that makes use of well-known supervised learning
techniques to automatically categorize audio clips. The
general structure of the proposed method is very simi-
lar to what can be found in the literature, except for two
main differences: (i) we use user annotations, i.e., tags,
to represent audio clips instead of low-level audio fea-
tures, and (ii) we propose a novel step consisting in ex-
panding audio clips’ annotations by automatically adding
new related tags prior to classification. We evaluate our
method using two different classifiers and a dataset of
publicly-available annotated audio clips extracted from
Freesound1. We focus our study on the classification ac-
curacy of scarcely annotated audio clips.

1Freesound (www.freesound.org) data, including audio clips and
annotations, can be gathered using the pubic Freesound API
(www.freesound.org/help/developers/).

Automatic audio classification is fundamental for im-
proving search, browsing and reuse of online content.
We are however very interested in the use of audio classi-
fication as a first step for further applying different treat-
ments and specialized processing to audio samples de-
pending on the classification results. We are particularly
interested in the use of audio classification in assistive
tagging systems [24]. Such a system could predict the
category of a given audio sample through a classification
process and then ask users to annotate with tags regard-
ing meaningful audio properties relevant for the particu-
lar category. The classification system we describe here
is designed to be a part of a bigger assistive tagging sys-
tem for the annotation of audio samples.

The rest of the paper is organized as follows. In Sec. 2
we describe our dataset, the classification methodology
and the evaluation strategy. Sec. 3 reports the results of
the evaluation and Sec. 4 summarizes some conclusions
and outlines future work.

2. METHODOLOGY

2.1. Data set
Freesound is a popular site for audio sharing that con-

tains more than 170,000 audio clips and has more than
three million registered users. In Freesound, users con-
tribute with self-created audio clips of very different
nature, and annotate them using tags and textual de-
scriptions (in this article we only focus on the tag an-
notations). By audio clips we understand any kind of
sounds including effects, field recordings, environmental
sounds, melodies played by instruments, rhythmic loops,
etc., but not including musical recordings in the most tra-
ditional sense of “songs”. The Freesound tagging system
is not very sophisticated, it does not provide any kind
of guidance for users such as tag recommendation nor
does it restrict in any way the vocabulary of tags that
can be used. Previous research has shown that audio clip
descriptions tend to be quite noisy and that there is not
much agreement among users regarding tagging patterns
and styles, yielding a noisy folksonomy [10].

Given such heterogeneity, we have defined the categories
we want to infer from tag information in a way that they
can include the whole range of sounds that can be found
in the original collection. We have also defined such cat-
egories so that they can, in a near future, allow us to ap-
ply meaningful different treatments tailored to different
types of audio clips (see the discussion in Sec. 4). The
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resulting categories are quite general and are inline with
other categorisations of audio clips reported in the litera-
ture [6, 19]:

1. SOUNDFX: here we include all kinds of what is
generally known as sound effects, including foley,
footsteps, opening and closing doors, alarm sounds,
cars passing by, animals, and all kinds of noises or
artificially created glitches. In general these tend to
be short clips.

2. SOUNDSCAPE: this category includes generally
longer recordings resulting of the addition of mul-
tiple sounds that, in isolation, would be classified
under SOUNDFX. Examples would be environmen-
tal recordings, street ambiances or artificially con-
structed complex soundscapes.

3. SAMPLES: this category represents all sorts of in-
strument samples, including single notes, chords
and percussive hits. Typical examples of this cate-
gory include single notes of a piano recorded one by
one and uploaded as different audio clips, or sam-
ples from a complete drum set.

4. MUSIC: here we include more complex musical
fragments such as melodies, chord progressions,
and drum loops. In the same way as SOUNDSCAPE
sounds can be understood as the addition of multi-
ple SOUNDFX, audio clips under MUSIC category
can be conceived as combinations of SAMPLES.

5. SPEECH: the last category includes all sorts of
speech-related audio clips such as text reading, sin-
gle words or recordings of text-to-speech proces-
sors.

We have not investigated the use of more precise cate-
gories as our current goal is the classification of audio
clips in Freesound in broad categories that allow further
tailored treatment, and not the classification of these au-
dio clips into a more specific taxonomy that could be
used as an interface for browsing Freesound content.

In order to create a data set for the supervised learning
process we manually assigned one of the above cate-
gories to a number of audio clips from Freesound. To
do that we have been iteratively presented with randomly
chosen audio clips and assigned them to one category. As
it can be imagined, these categories are not completely

orthogonal and there are some clips for which the deci-
sion has not been straightforward just by listening to the
audio. In these cases, we also relied on provided textual
descriptions. The crafted data set includes a minimum of
2,088 sounds per category (corresponding to the case of
SPEECH) and a maximum of 6,341 (for the case of SAM-
PLES). Comparing the totality of Freesound audio clips
and the manually annotated subset, we observe qualita-
tively similar relative distributions of tag occurrences and
number of tags per audio clip. Fig. 1 shows typical exam-
ples of tags that Freesound users assigned to audio clips
for the five defined audio categories.

2.2. Classification method
To classify audio clips we follow a bag-of-words ap-

proach where each clip is represented as a vector whose
elements indicate the presence or absence of a particu-
lar tag. Feature vectors contain all possible tags in the
collection, thus their dimensionality is very high. Here
we do not carry on any dimensionality reduction step to
lower the size of the feature vectors. Instead, in order
to keep them in manageable sizes, we remove all tags
that, considering tag assignments for all Freesound au-
dio clips, are used less than 10 times. This leaves us with
a total of 7,712 tags, yielding binary vectors of 7,712 di-
mensions. Notice moreover that these vectors are very
sparse, as audio clips are usually tagged with only a few
tags (actually, they are annotated with an average of 6.79
tags per clip [10]). These particularities make the prob-
lem close to what is normally found in text classification,
where high dimensionality and sparseness are common-
place [20].

We use the aforementioned feature vectors to fit a classi-
fier, using the same number of examples for each class.
We test our method using both a support vector machine
(SVM) and a naive Bayes (NB) classifier2. The choice of
these specific classifiers is motivated by their popularity
in multimedia classification tasks, and because they have
been shown to be well suited for high dimensional and
sparse classification tasks such as the one we are facing
here [1, 20] (details about the exact number of examples
per class used to fit the classifier and the consideration of
training and test sets are given in Sec. 2.3). For the sake
of simplicity, our approach consists in training one sin-

2We implement the classifiers using the “scikit-learn” Python pack-
age (http://scikit-learn.org/). We use the classes LinearSVC and
BernoulliNB for SVM and NB, respectively, with default parame-
ters. LinearSVC follows the “one versus all” approach for multiclass
classification.
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Fig. 1: Tagclouds of the 50 most used tags in the five defined audio categories. The size of the tags is proportional to
the frequency of occurrence among all the clips annotated under each category. For building these tagclouds we only
considered the set of clips manually annotated as ground truth. Tagclouds were generated with an online tool available
at www.wordle.net.
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gle classifier for distinguishing among the five categories
described above.

After fitting the classifier, but prior to assigning a cat-
egory to our audio clips, we introduce an extra step
which has the goal of improving classification accuracy,
specially for those audio clips that are poorly labeled
(e.g., with only one or two tags). Such step consists in
automatically expanding the annotations of audio clips
by adding other related tags. The idea is that, this way,
we give more information to the classifier for predicting
the category of otherwise scarcely-labeled audio clips.
To perform the tag expansion step we use the tag rec-
ommendation system described in [9], which is solely
based on tag assignments and basically computes a tag-
tag similarity matrix on the basis of tag co-occurrence in
audio clips. This similarity matrix is used to select some
candidates given a set of input tags, and then a number
of heuristics are applied to sort these candidates and to
automatically determine how many of them should be
recommended. Therefore, given a list of some tags we
can use the tag recommendation system to expand the
list with some other presumably relevant tags. The tag
recommendation system is configured with the combina-
tion of parameters that reports better average precision
and recall according to [9].

2.3. Evaluation strategy
We follow a random sub-sampling cross-validation strat-
egy where we split our data set into training and testing
sets. We then compute the out-of-sample accuracy as
a percentage of well-classified instances from the test-
ing set when using the fit from the training set. This
process is repeated 100 times for each classifier and pa-
rameter configuration that we test (see below), and over-
all accuracy is obtained by averaging over the results of
all repetitions. In each repetition, our data set is com-
posed of a random selection of 1,000 audio clips from
every category, adding up to a total of 5,000. This way
we maintain a balance in the number of audio clips per
category. We additionally impose the limit of not get-
ting more than 50 clips of the same category uploaded
by the same Freesound user. We do that to avoid what
could potentially be an equivalent of the album effect that
is known to happen in automatic music artist recogni-
tion [26]. In each repetition, the testing set is selected as
a random subset representing 10% of the data, and be-
ing equally-distributed among categories (i.e., 100 audio
clips per category).

As mentioned in Sec. 2.2, we test our method using SVM

and NB classifiers. We also added a random classifier to
serve as a baseline. To understand the effect of the tag
expansion step, we also test the method for two separate
configurations where this step is turned on and off. In
addition, we are specially interested in evaluating the ac-
curacy of the classification system in those cases where
only a few input tags are available. Hence, we introduce
a limitation to the testing set consisting in randomly re-
moving tags from audio clips prior to classification, only
leaving a particular number of N input tags per audio
clip. We consider values of N ranging from 1 to 5. This
obviously adds another constraint to the selection of the
testing set, which is to make sure that selected audio clips
have at least N tags. The whole evaluation process is per-
formed for all the different values of N, for both SVM
and NB classifiers, and for the configurations with tag
expansion turned on and off, yielding a total of 20 evalu-
ated experiment combinations.

3. RESULTS
Fig. 2 shows the accuracy results of our classification

method for all the experiment combinations described in
Sec. 2.3. Note that all experiment combinations are far
above the random classifier accuracy. The NB classi-
fier reports overall a higher accuracy than the SVM, with
a statistically significant3 average accuracy increase of
10% (p < 10−12). The tag expansion step is shown to
be very useful for the SVM case, reporting a statistically
significant average accuracy increase of 9% (p < 10−9).
Also, tag expansion tends to add more tags to scarcely
labeled samples. This means that the lower the num-
ber of input tags, the bigger the number of added tags
(average of 7.18 added tags per evaluated sample). Im-
portantly, for the SVM case, we see that the smaller the
number of input tags, the larger the increase in accuracy
when using tag expansion compared to switching it off.
However, the tag expansion step does not exhibit similar
results for the NB case, and it even shows an statisti-
cally significant small decrease in accuracy (average of
-2%, p < 0.05). Overall, the classification system is able
to successfully classify audio clips among five generic
categories inside the audio domain (Sec. 2.1), with accu-
racies ranging from 70% to 90%, and depending on the
number of input tags available for classification.

We have performed additional experiments with different
3Statistical significance is assessed by considering the maximum p-

value across pairwise comparisons between experiment combinations
and using the well-known Wilcoxon signed-rank test with Bonferroni
adjustment [8].
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Fig. 2: Classification accuracy using SVM (left) and NB (right) classifiers. The dashed line at 20% accuracy corre-
sponds to the random baseline (see Sec. 2.3). The dashed lines around 95% (SVM) and 90% (NB) correspond to the
accuracy achieved when no restriction on the number of tags for the testing set is performed.
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Fig. 3: Average classification accuracy for SVM and NB
classifiers when using different training set sizes. We
aggregated the accuracy results of the experiments with
different numbers of input tags (N = 1, ...,5) for every
classifier. Dashed lines indicate minimum and maximum
accuracies while the shaded zones indicate standard de-
viation. These experiments are computed without the tag
expansion step.

training set sizes (i.e., using less than than 90% of audio
clips for training). The results we obtained are consis-
tent with those reported above with very few variation
on accuracy for training set percentages higher than 50%
(Fig. 3). This reinforces the validity of the classifica-
tion results as the use of smaller training sets does not
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Fig. 4: Average classification accuracy for SVM and NB
classifiers with different maximum number of uploaded
clips of the same Freesound user in the same audio cat-
egory. We aggregated the accuracy results of the experi-
ments with different numbers of input tags (N = 1, ...,5)
for every classifier. Dashed lines indicate minimum and
maximum accuracies while the shaded zones indicate
standard deviation. These experiments are computed
without the tag expansion step.

heavily affect classification accuracy. Furthermore, we
also tested different values for the imposed maximum of
50 clips uploaded by the same user in the same category
(Sec. 2.3). Our results show that the accuracy does not
seem to be very influenced by such limit (Fig. 4), thus

AES 53RD INTERNATIONAL CONFERENCE, London, UK, 2014 January 27–29
Page 6 of 9



Font et al. Audio clip classification using social tags and the effect of tag expansion

SoundFX Speech Soundscape Music Samples

SoundFX

Speech

Soundscape

Music

Samples

90.30 2.07 3.91 2.23 1.49

5.38 86.84 5.19 1.21 1.38

7.18 2.14 86.67 3.12 0.89

3.19 0.62 3.33 88.88 3.98

3.04 1.07 1.37 11.36 83.16 10

20

30

40

50

60

70

80

Pe
rc

e
n
ta

g
e
 o

f 
cl

a
ss

ifi
e
d
 i
n
st

a
n
ce

s 
(%

)

SoundFX Speech Soundscape Music Samples

SoundFX

Speech

Soundscape

Music

Samples

86.30 3.80 6.50 2.51 0.89

1.04 95.24 2.70 1.01 0.01

2.31 2.49 91.72 3.27 0.21

1.75 1.13 3.33 89.72 4.07

2.49 0.42 0.26 6.44 90.39

0

10

20

30

40

50

60

70

80

90

Pe
rc

e
n
ta

g
e
 o

f 
cl

a
ss

ifi
e
d

 i
n
st

a
n
ce

s 
(%

)

Fig. 5: Confusion matrix for the best scoring experiment combinations of SVM (left, N = 5, using tag expansion) and
NB (right, N = 5, not using tag expansion) classifiers. We only reproduce these two matrices as are representative of
the resulting matrices of other experiment combinations.

partially questioning the existence of the aforementioned
user effect.

Considering the confusion matrix of different experiment
combinations (Fig. 5) it can be observed that, although
there are not very strong patterns regarding the confusion
between category pairs, it happens for most experiment
combinations that the pairs SAMPLES-MUSIC, SPEECH-
SOUNDSCAPE and SOUNDSCAPE-SOUNDFX tend to be
more confused than the others. It is intuitively plausible
that MUSIC and SAMPLES are confused given that tags
like instrument names could be used to annotate clips in
both categories. Moreover, tags used for SOUNDFX are
also typically used in SOUNDSCAPE to designate partic-
ular sound sources that appear in the recording. Con-
fusions between SOUNDSCAPE and SPEECH can be in-
tuitively explained because a lot of ambient recordings
contain background voices and are therefore annotated
with tags such as voice, talking and language names.

4. DISCUSSION AND FUTURE WORK
In this paper we have proposed a method for the auto-

matic classification of audio clips solely based on user-
provided tags. The method is able to successfully clas-
sify audio clips into five broad categories with accura-
cies ranging from 70% to 90%. We described a novel
tag expansion step intended to improve accuracy when
classifying poorly annotated audio clips. Although re-
sults show that this step does not seem to be useful when
using a naive Bayes classifier (it does not contribute to
an increase of accuracy), it certainly improves the results
when using a support vector machine classifier. In that

case, the tag expansion step contributes a significant ac-
curacy increase of 9%, particularly prominent when clas-
sifying scarcely annotated clips (Fig. 2, left). We believe
that the tag expansion step could potentially contribute in
increasing accuracy when using other kinds of classifiers
too.

A good aspect of the method we propose is that, as it
is solely based on social tags, it could presumably be di-
rectly generalised to other multimedia domains. As a fur-
ther improvement, we shall include a pre-processing step
for reducing the tag noisiness prior to the training and
classification steps. Such noisiness reduction could in-
clude natural language processing techniques like stem-
ming or keyword extraction from user-provided textual
sound descriptions, which are not considered in this pa-
per.

We believe that a better organisation of user-contributed
audio (and multimedia content in general) should not
only be approached with the modelling of more sophisti-
cated and accurate classifiers. In particular, tagging sys-
tems should be able to promote the generation of more
reliable annotations from the users’ side. Noticeably,
there exist some efforts in that direction which describe
systems that assist users in the tagging process [24]. We
think that such systems could take advantage of auto-
matic classification methods such as the one proposed
here. One idea that we want to explore is the use of au-
tomatic classification as a first step for a tag recommen-
dation system that would adapt its output to the detected
category. Assistive tagging systems could even take ad-
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vantage of automatic classification to require category-
specific types of relevant information during a tagging
process (e.g., asking for tags describing properties such
as “pitch” or “instrument name” when annotating an au-
dio clip belonging to SAMPLES). We believe that bet-
ter annotations would result in less noisy folkonomies
and would not only benefit the search and retrieval of
online content but would also leverage the value of folk-
sonomies as sources for knowledge and ontology mining.
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