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Abstract

We propose a Case-Based Reasoning approach for action se-
lection in the robot soccer domain presented in the 8th Euro-
pean Conference on Case-Based Reasoning (2006). Based on
the current state of a game, the robots retrieve the most similar
past situation and then the team reproduces the sequence of
actions performed in that occasion. In this domain we have to
deal with all the difficulties that a real environment involves.

Introduction
This paper summarizes previous work presented in (Ros et
al. 2006; 2007) where we proposed a Case-Based Reason-
ing (CBR) approach for action selection in the robot soccer
domain (Four-Legged League). In CBR new problems are
solved by reusing and if necessary adapting the solutions
to similar problems that were solved in the past (López de
Màntaras et al. 2006). Action selection in robotics is a chal-
lenging task: the robot has to reason about its world beliefs,
i.e. the state of the environment, and rationally act in conse-
quence in order to complete a task (typically divided in sub-
tasks). Moreover, in the case of a robot team, robots must
agree on the decisions made (who and what to do to com-
plete the subtasks), jointly execute the actions, and coordi-
nate among them to successfully perform the task. Working
with real robots has additional difficulties that must be con-
sidered. Thus, the reasoning engine must be capable of deal-
ing with high uncertainty in the robot’s perception (incom-
ing information of the world), and be robust in case of fail-
ure, since the outcomes of the actions performed are unpre-
dictable. Not to mention that decision must be made in real
time and in our case, with limited computational resources.
The work we present here tries to solve these problems us-
ing CBR techniques, and moreover, we allow the robots to
perform explicit passes guided through cases. To the best of
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our knowledge, in the Four-Legged League passes occur by
chance, i.e. they are not planned through any explicit mech-
anism. The paper is organized as follows: first we analyze
the difficulties in the action selection problem and the re-
lated work. Next we briefly present the methodology we use
to solve the problem described and most significant results
obtained so far. Finally, we present some conclusions.

The problem
Having an agent autonomously decide which actions to per-
form given the current state of the environment is a hard
task addressed by researchers in different fields of AI. The
degree of difficulty varies depending on the kind of environ-
ment and the type and number of agents involved in the task.

Trying to design completely controllable environments in
the real world is unfeasible since unpredictable situations al-
ways occur. Creating highly controlled scenarios decreases
the difficulty of the task, but it also results in less realistic
scenarios. In this kind of environments, dynamic and unpre-
dictable, the agent must be capable of detecting if the actions
selected for a given state of the environment are still appli-
cable when the state evolves. If they are, then the agent con-
tinues with the initial plan. Otherwise, it must either correct
the selected actions or re-plan.

The problem becomes even harder if besides not having a
completely controllable scenario the agent is an autonomous
robot. In this case, we also have to deal with imprecision,
not only in the incoming information from the world (per-
ception), but also, given the physical body of the robot and
the imprecision of its mechanics, on the outcome of the ac-
tions the robot performs. Moreover, if instead of having a
single robot we have a team of robots the task becomes even
more challenging. Some of the questions that arise under
these circumstances are: who decides what to do?, i.e. a
single agent decides which actions to perform or all agents
discuss the selected actions; who does what?, i.e. one agent
is selected to perform the complete task or each agent may
perform part of the task or subtasks; who monitors the task
execution?, i.e. one agent receives all the information from
the rest of the agents and decides by itself or each agent has
its own “beliefs” of the world and reacts accordingly.

Within this framework we introduce a problem domain
which fulfills most of the characteristics presented above:
robot soccer. In this domain we face a dynamic and unpre-



dictable environment where a team of robots selects the ac-
tions to perform in order to reach its goal: to win a game.
More precisely, we focus our work on the Four-Legged
League, one of the leagues in the RoboCup competition.

In the past years researchers have presented different ap-
proaches to solve the problem of action selection in the Sim-
ulated League. (Riedmiller et al. 2000) proposed the use
of Reinforcement Learning techniques. Although the state
space of this problem is very large (the number of different
states is huge due the nature of the environment), they di-
vide the problem in two levels: a low level focused on single
moves (such as learning how to kick) and a tactical level fo-
cused on game strategies. (Lattner et al. 2005) proposed
a behavior prediction approach based on pattern recogni-
tion. A pattern is a qualitative representation of the state
of the world at a given time. From a set of past game logs
they generate a list of patterns to eventually deduce predic-
tion rules describing what (future) robot actions or situations
might occur with some probability if certain preconditions
are satisfied. They use these rules during a game in order
to predict the next state of the game and therefore, select the
most appropriate action for a robot in the current state. (Lam,
Esfandiari, & Tudino 2006) focused their research on learn-
ing from observation. The aim of this technique is to model
agents that learn from observing other agents and imitating
their behavior. As in Case-Based Reasoning, the learning
agent selects the most similar past observed situation with
respect to the current problem and then reproduces the so-
lution performed at that time. The main difference between
these approaches is that the learning agent is not able to im-
prove the observed agent since there is no feedback in the
model. They presented preliminary work with one robot and
single action selection.

Case-Based Reasoning has been used in different occa-
sions to solve planning problems as summarized in (Cox,
Muñoz-Avila, & Bergmann 2005). Action selection can
also be seen as planning, where a plan is the sequence of
actions the agent must perform. Hence, researchers have
opted for applying this technique in the robot soccer do-
main as well. Some examples are (Wendler & Lenz 1998)
in the Simulation League, (Karol et al. 2003) in the Four
Legged League, and (Marling et al. 2003) in the Small
Size League. Although the different leagues in the Robocup
competition have a common objective (agents that play soc-
cer), the difficulties among them vary. Hence, the Simulated
league has the advantage of having a simulated environment
where unpredictable situations do not occur, but there is a
large number of parameters to model the agents behaviors.
In the Small Sized league, an off-field PC processes the vi-
sion information sent by an overhead camera and typically
performs most, if not all, of the processing required for co-
ordination and control of the robots. The main challenge
in this league is that the game speed is very high, and there-
fore, the reasoning has to be fast. Finally, in the Four-Legged
league the robots are fully autonomous, i.e. each robot per-
ceives, reasons and actuates independently. The challenge
here is to have the robots deciding the appropriate actions
by themselves in a real environment with limited computa-
tional resources and in a cooperative way.

In the Four-Legged League teams consist of four Sony
AIBO robots. There are two goals, cyan and yellow, and
four colored markers the robots use to localize themselves
in the field. The robots can communicate with each other by
wireless. A game consists of two parts of 10 minutes each.

The methodology
A case represents a snapshot of the environment at a given
time from a single robot point of view. We call this robot the
reference robot, since the information in the case is based on
its perception and internal state (its beliefs). The case defi-
nition is composed of three parts: the problem description,
which corresponds to the state of the game; the knowledge
description, which contains additional information used to
retrieve the case; and finally, the solution description, which
indicates the sequence of actions the robots should perform
to solve the problem. We formally define a case as a 3-tuple:

case = ((R,B,G, Tm,Opp, t, S), K,A)
where:

1. R: relative position wrt the ball and heading of the refer-
ence robot.

2. B: ball’s global position.
3. G: defending goal.
4. Tm: teammates’ relative positions wrt the ball.
5. Opp: opponents’ relative positions wrt the ball.
6. t: timing of the match.
7. S: difference between the goals scored.
8. K: scope of the case defined as the regions of the field

within which the ball and the opponents should be posi-
tioned in order to retrieve that case. With this represen-
tation we can easily handle imprecision since we refer to
regions instead of exact locations in the field.

9. A: sequence of actions (gameplays) each robot performs.

The first step in CBR is the retrieval of past similar cases
in order to reuse the solution of one of the retrieved cases.
We evaluate similarity along two important measures: the
similarity between the problem and the case, and the cost of
adapting the problem to the case. Thus, we separate the fea-
tures in the problem description into two sets: controllable
indices and non-controllable indices. The former refers to
the reference robot’s and teammates’ positions (since they
can move to more appropriate positions), while the latter
refers to the ball’s and opponents’ position, the defending
goal, time and score (which we cannot directly modify). The
idea of separating the features is that a case can be retrieved
if we can modify part of the current problem description in
order to adapt it to the description of the case.

Similarity function: This measure indicates how similar
the non-controllable features are between the problem and
the case. We define different functions for each domain of
features and we then compute the overall similarity using the
harmonic mean of the individual similarities.

Cost function: This measure computes the cost of modi-
fying the controllable features, i.e. the cost of adapting the
problem to the case. We define it as the sum of the distances



between the positions of the robots in the problem and the
adapted positions specified in the case after obtaining their
correspondences. The adapted positions correspond to the
global locations where the robots should be positioned in
order to execute the solution of the case.

Cases are manually created and stored in a file. When the
system loads them, for each case the system automatically
generates three more cases through spatial transformations
taking into account the symmetry of the field. Since we are
working in a real time domain and because of computational
limitations in the robots, it is essential to minimize the time
invested during the retrieval process. To speed up the search
we use an indexed list to store the cases. Thus, given a new
problem we can easily access the subset of cases (CBs) we
are interested in by indexing the case base using the value
of the defending goal (yellow or cyan) and the number of
opponents involved in each case.

After computing the similarities and costs between the
problem and the cases in CBs, we obtain a list of potential
cases. To select the retrieved case we consider a compromise
between the similarity degree between the problem and the
case and the cost of adapting the problem to the case. More-
over, since we are working in a multi-robot domain (teams
of robots), we are also interested in stimulating cooperation
between them as much as possible. Therefore, the retrieval
process orders the list of potential cases such that we max-
imize the similarity and number of players involved in the
solution of the problem, while minizing the cost.

Our multi-robot system is composed of n robots. All
robots interact with the environment and among themselves,
i.e. they perceive the world, they perform actions and they
send messages to each other to coordinate and to exchange
information about their internal states. Each robot has a copy
of the same case base so they can gather the information
needed during the case reuse.

Given a new state of the environment the first step is to se-
lect the robot responsible for the retrieval process and for the
coordination of the robots during the case reuse. We refer to
this robot as the coordinator. We base the selection on the
distance between the robots and the ball. The further a robot
is from an object, the higher the imprecision about the ob-
ject’s information. Therefore, the coordinator corresponds
to the one closer to the ball. Next, the coordinator retrieves
a case according to the process described before and informs
the rest of the robots which case to reuse.

At this point the case execution begins. Firstly, all robots
that take part of the solution of the case move to their
adapted positions. Once they reach them, they send a mes-
sage to the coordinator in order to synchronize the begin-
ning of the gameplay execution with the rest of the robots.
Next, they all execute their actions until ending their se-
quences. Finally, they report the coordinator that they fin-
ished the execution and wait for the rest of the robots to end.
When the coordinator receives all messages, it informs the
robots so they all go back to the initial state of the process,
i.e. selecting a new coordinator, retrieving a case and exe-
cuting its solution. The robots may abort the execution of a
case at any moment if any of the robots either detects that
the retrieved case is not applicable anymore or an expected

message does not arrive. In either case, the robot sends an
aborting message to the rest of the robots so they all stop
executing their actions and restart the process.

Results
We next describe two types of experiments. The goal of the
first set of experiments is to test the correctness of the re-
trieval stage, i.e. to verify if given a set of problems to solve
the retrieval process obtains the expected cases. We focused
the second set on evaluating the resulting behavior of the
team having the robots retrieve and reuse cases. We per-
formed the first set of experiments in simulation, and with
real robots for the second.

Retrieval Performance
At this first stage of the work, we empirically obtained the
values for the thresholds used during the retrieval process.
We also evaluated four aggregation functions to compute the
overall similarity: the mean, the weighted mean, the mini-
mum and the harmonic mean. We opted for the harmonic
mean due to its property of taking into account all values as
much as possible but highlighting the lower ones.

We manually defined 90 cases with one player, i.e. no
teammates, varying the number of opponents, the time and
the score difference. We then randomly created 50 new
problems and then manually labeled them. The retrieval
process correctly classified all the problems, i.e. always re-
trieved the case indicated in the labeled problem. It also
computed the adapted position the robot should take and the
actions to perform from that point on.

Multi-robot Performance
To evaluate the performance of our case-based approach,
we have compared it with a behavior-based approach. This
second approach consists in defining high level behaviors
(state-based behaviors) the robot executes based on the state
of the environment. For example, a robot defending its goal
should get the ball and clear it from the defense region. To
prevent collisions between robots, when a robot decides to
go after the ball it informs its teammates so they try to move
away from its trajectory and eventually, the possible trajec-
tory of the ball to avoid intercepting it.

The goal of this experiment is to prove that the resulting
behavior of the robot team using our approach is more coop-
erative than a robot team using the behavior-based approach.
In other words, our approach results in a collective or “team
playing” behavior (participation of more than one robot of
the same team during the execution of a task) with explicit
passes, as opposed to individual behavior (only one robot
executing the task) where passes occur only by chance.

A trial consists in positioning the robots and the ball on
the field and the robots’ task is to move the ball until reach-
ing the penalty area (rectangular box in front the attacking
goal). We designed two sets of experiments, each composed
of 15 trials. In the first set we had two robots from the same
team positioned on the right middle side of the field. The
second set was more complex, since besides the two robots
positioned in the left middle back side of the field, we also



included a fixed opponent (the goalie). We tested each in
both sets of experiments.

During the experiments with the behavior-based ap-
proach, we observed that due to its individualistic nature,
in general only one robot was involved in the execution of
the task. From the 30 trials (15 for each scenario), 4 times
the ball went out of field failing the experiment. Although
the remaining trials were completed, a single robot always
pursued the ball while the second robot remained behind it
to avoid intercepting either the first robot or the ball. Hence,
for an external observer, the performance lacked of cooper-
ation although the robot was actually avoiding to cross the
path of the first robot.

Regarding the case-based approach, in both scenarios the
first retrieved cases were always the same for each layout
since the initial positions are fixed. From that point on,
because of the non-deterministic nature of the environment
(the ball’s trajectory is not exactly the same, a robot may lose
the ball when attempting to grab it, the kick strength can be
stronger or weaker, etc.) based on the events occurred during
the execution, the next retrieved case may vary. In any case,
the robots always made a good decision and performed the
task successfully and in a cooperative way having passes be-
tween them to increase the control of the ball. Figure 1 illus-
trates an example of two executions, one for each scenario.
From a total of 65 cases, 57 were correctly retrieved and
successfully executed. The 8 remaining were initially incor-
rectly retrieved from an observer point of view. However,
due to localization errors, from the robots’ point of view the
cases matched the state of the environment at the retrieving
stage. From the moment they correctly localized themselves
in the field, they realized that the cases did not match the
state of the environment and aborted the execution. After-
wards, the robots retrieved the correct case and eventually,
completed the task.

Conclusions
In this paper we have addressed the problem of action se-
lection in the robot soccer domain. This domain has the
characteristic of dealing with an unpredictable, dynamic and
imprecise environment that requires a real time response.
We have addressed this problem with a case-based approach.
The results show that the CBR approach produces a collec-
tive “team playing” behavior where passes between players
are explicitly indicated in the cases as opposed to and in-
dividual behavior. We believe that the approach we have
presented might be applicable to domains other than robot
soccer with similar characteristics.
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