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We consider the problem of forming collectives of agents inherent in application domains aligned 
with Sustainable Development Goals 4 and 11 (i.e., team formation and ridesharing, respectively). 
We propose a general solution approach based on a novel combination of an attention model and 
an integer linear program (ILP). In more detail, we propose an attention encoder-decoder model 
that transforms a collective formation instance to a weighted set packing problem, which is then 
solved by an ILP. Results on collective formation problems inherent in the ridesharing and team 
formation domains show that our approach provides comparable solutions (in terms of quality) to 
the ones produced by state-of-the-art approaches specific to each domain. Moreover, our solution 
outperforms the most recent general approach for forming collectives based on Monte Carlo tree 
search.

1. Introduction

In recent years, more and more scenarios require Collective Intelligence solutions enabling novel ways of social production, pro-

moting innovation, and encouraging the exchange of ideas [1]. Such new forms of collaborative consumption and production pose 
complex, multi-faceted challenges, but they ultimately all rely on a common and fundamental task, i.e., the formation of collectives.

In this work, we consider two real-world application domains, i.e., ridesharing and team formation (respectively aligned with UN 
Sustainable Development Goals 11 and 4 [2]), where agents complete tasks and achieve benefits through the formation of collectives 
to achieve cooperation.

On the one hand, in ridesharing commuters can form groups and travel together with the objective of reducing transportation 
costs, mitigating pollutant emissions, and alleviating traffic congestion in urban environments [3,4]. Another prominent example 
can be found in modern educational institutions that aim at implementing cooperative and active learning techniques, which engage 
students in teams to participate in all learning activities in the classrooms. As recently shown by Andrejczuk et al. [5], collective 
formation approaches can improve the overall performance of the students by grouping them in teams that maximize the synergies 
among members.

Due to the inherent complexity and specificity of each application domain, researchers usually tackle the formation of collec-

tives by designing very specific sub-optimal approaches that can solve the associated large-scale optimization problem in a feasible 
runtime. However, unfortunately, one domain-specific approach usually cannot be applied in a different scenario.
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In contrast, in this paper, we propose a novel, general approach for the formation of collectives that is based on two fundamental 
steps. First, we apply deep reinforcement learning techniques to train an attention encoder-decoder model, with the objective of 
automatically generating a set of promising collectives based on the structure of the considered scenario. In the second step, we 
compile a weighted set packing (WSP) instance that, by only taking into account the promising candidates generated in the first step, 
can be solved by off-the-shelf ILP solvers in a manageable time budget. Thus, our approach does not require manually specifying 
any domain-specific knowledge, in contrast with the above-mentioned sub-optimal state-of-the-art approaches. Furthermore, by only 
considering a set of promising candidates rather than the entire set of possible collectives,1 we reduce the complexity of the original 
problem by several orders of magnitude while producing a high-quality solution.

As such, this paper advances the state-of-the-art as follows:

• We propose a general approach for the formation of collectives in real-world domains based on the novel combination of an 
attention model and WSP formulation.

• We proposed a novel training procedure for our attention model based on Maximum Entropy Reinforcement Learning. In contrast 
to previous approaches which use attention-based models for optimization [6], our solution achieves a wide variety of promising 
candidates. Such variety is a key feature that allows the ILP solver to compute a high-quality solution to the collective formation 
problem.

• We evaluate our approach on collective formation problems inherent in two real-world domains (i.e., ridesharing and team 
formation) by comparing it with state-of-the-art approaches specific to each domain. Our results show that our approach can 
produce solutions of comparable quality without requiring any domain-specific knowledge. Moreover, we compare our approach 
with the most recent general approach for forming collectives based on Monte Carlo tree search (MCTS) [7],2 showing that our 
solutions outperform (in terms of quality) the ones computed by the counterpart.

2. Background & related work

In this section, we discuss the necessary background and the relevant literature on the formation of collectives. We then elaborate 
on previous attempts at using machine learning techniques to solve combinatorial optimization problems.

2.1. Formation of collectives of agents

The problem of forming collectives of agents has been deeply studied from many different perspectives in the scientific literature. 
Depending on the context and the application domain, collectives of agents are also referred to as coalitions [8] or teams [5,9] of 
agents. Here we adopt the term “collective” to refer to the general concept of a “group” of agents that cooperate to complete tasks 
or obtain benefits, as we deem it more general and intuitive.

More in particular, in this paper we focus on the optimization problem [10] of computing the best set of non-overlapping 
collectives (i.e., subsets) of agents belonging to a universal set 𝐴, to maximize the total value provided by a domain-specific utility 
function, e.g., the reduction in terms of cost or CO2 emissions associated to the arrangement of a shared trip [3] or the improvement 
thanks to cooperation within a team of students [5].

Formally, we consider a set of 𝑛 agents 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛} and a utility function 𝑓 ∶  (𝐴) →ℝ (also referred to as characteristic 
function) that maps every collective in the feasible set3 of collectives  (𝐴) to a real number. We formulate the formation of collectives 
as the problem of computing the best set ∗ of non-overlapping subsets of 𝐴 (also referred to as a coalition structure [8]) that 
maximizes the sum of the values associated to each collective 𝐶 ∈ ∗, i.e.,


∗ = argmax

∈
∏

(𝐴)

∑
𝐶∈

𝑓 (𝐶), (1)

where 
∏
(𝐴) is the set of all partitions of 𝐴 into non-overlapping feasible subsets.

2.1.1. Complete approaches

By and large, the formation of collectives requires to solve a coalition structure generation (CSG) problem [13,8] or, equivalently, 
a set partitioning problem [14]. A wealth of complete approaches have been proposed to solve Equation (1) to optimality [13], 
depending on the properties of the utility function 𝑓 . Complete CSG algorithms [15,16] usually make no assumptions on the utility 
function, which is treated as a black-box oracle. Unfortunately, the mere act of providing the input to the solution algorithm (without 
even considering the runtime of the CSG algorithm itself) requires enumerating a number of values that grow exponentially with the 
number of agents.

1 The number of possible collectives grows exponentially with the number of agents, hence it is not manageable in real-world applications that involve more than 
a few tens of agents.

2 By “general approach” here we mean an approach that can be applied across different domains without significant changes, such as MCTS in this case.
3 Depending on the considered domain, such a set of feasible collectives can be the entire set of subsets of 𝐴 or, for example, the set of all collectives that satisfy a 
2

given constraint (e.g., cardinality constraints [11] or graph-based constraints [12]), as explained in Section 2.1.2.
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For this reason, complete unconstrained CSG algorithms are limited to only 25–30 agents, i.e., a scale that is not sufficient for 
realistic applications involving hundreds of agents (such as the ones we consider in this paper), hence we will not consider these 
approaches as benchmarks in our experimental evaluation.

2.1.2. Approaches for constrained scenarios

In some application domains, it is possible to exploit specific properties to improve the runtime of the solution algorithm by 
considering constraints that reduce the number of feasible collectives. Cardinality constraints that limit the maximum size of the 
collectives to 𝑘 naturally arise in many realistic scenarios [3,5,11]. In addition, a strand of literature pioneered by Myerson [12] has 
investigated graph-restricted scenarios [17–20] where collectives can be formed only if they induce a connected subgraph of an initial 
graph defined over the set of agents (e.g., a social network).

Despite considering these constraints can significantly reduce the number of total collectives (up to a polynomial number 
(|𝐴|

𝑘

)
=

𝑂(|𝐴|𝑘) if collectives are restricted to a maximum cardinality of 𝑘 agents [11]), such a number remains prohibitively large for 
realistic applications involving hundreds of agents. Indeed, as observed by Bistaffa et al. [3] and Andrejczuk et al. [5], enumerating 
and computing the utility value for all the collectives of size up to 5 can require hours, especially when the computation of the utility 
function is particularly demanding (e.g., in team formation it requires to solve a small task assignment problem [5]). Along these 
lines, the authors of [3,5] concluded that complete algorithms were not a viable solution for real-world scenarios—even constrained 
ones—, resorting to domain-specific approaches that can compute sub-optimal solutions of good quality in a manageable amount of 
time (see Section 2.1.5).

2.1.3. Approaches focusing on specific function representations

Another strand of literature [21–23] has focused on alternative utility function representations, which allow one to reduce the 
computational complexity of the CSG problem by exploiting specific properties of the adopted representation. For example, Ieong 
and Shoham [21] proposed a concise representation called marginal contribution nets, or MC-nets, where the calculation of the utility 
is based on a collection of rules. Tran-Thanh et al. [22] proposed a representation called coalitional skill vector model, where there is 
a set of skills in the system, and each agent has a skill vector (a vector consisting of values that reflect the agents’ level in different 
skills). More recently, Bistaffa et al. [23] focused on the well-known induced subgraph game (ISG) representation originally introduced 
by Deng and Papadimitriou [24] and proposed a CSG algorithm based on graph-clustering that exploits the succinctness of the 
representation.

By definition, these approaches can only be applied if the utility function 𝑓 of the collective formation domain satisfies some 
specific properties (e.g., it can be represented as a combination of rules in the case of MC-nets, or it can be represented by a sum of the 
weights of the graph in case of ISGs). Unfortunately, these specific properties rarely hold in real-world application domains. Indeed, 
neither of the two considered real-world collective formation domains (i.e., ridesharing and team formation) can be modeled as one 
of the above-mentioned function representations. In contrast, our work goes into the opposite research direction, i.e., obtaining a 
general approach for collective formation that does not rely on any specific property. For this reason, we will not compare against 
these approaches in our experimental evaluation.

2.1.4. Team formation approaches

Collective formation has also been widely studied in the context of team formation, in which such a problem has been studied from 
different perspectives. For instance, Gaston and desJardins [25] focused only on local optimization without considering any concept 
of global optimal solution, proposing a heuristic to modify the graph connecting the agents based on local autonomous reasoning. 
Lappas et al. [26] studied the complexity of finding a single group of agents who possess a given set of skills to minimize the 
communication cost within such a group, and proposed a heuristic algorithm to solve such a problem. Marcolino et al. [27] focused 
on forming a single group of agents that has the maximum strength in the set of world states, showing that a diverse team can 
outperform a team formed by uniform members, and proposing optimal voting rules for such a diverse team. Finally, Liemhetcharat 
and Veloso [28] tackled the task of modeling the values of the utility function based on observations, without considering any 
partitioning problem on top of it.

Here we focus on the optimization problem of forming disjoint teams with the objective of maximizing the sum of the correspond-

ing utility values. In this context, Andrejczuk et al. [5] proposed a local-search algorithm named SynTeam that heavily relies on the 
structure of the problem and the considered dataset to form proficient teams that are all assigned the same task (e.g., an English 
proficiency task, an arts and design task, etc.). This local-search approach was later extended by Georgara et al. [29,30] to account 
for multiple tasks. Präntare and Heintz [9], on the other hand, proposed an optimal solution algorithm for the same optimization 
problem, which involves solving a CSG and a task assignment problem at the same time.

Since we consider the team formation scenario involving one single task, we only consider SynTeam [5] as a competitor among 
the above-discussed team formation approaches.

2.1.5. Heuristic approaches

To overcome the scalability limitations discussed in previous sections, the formation of collectives in real-world domains is 
usually tackled by means of sub-optimal approaches that trade generality for scalability, i.e., that exploit the specific structure of the 
considered domain to compute good-quality solutions in a feasible amount of time. Note that, in this case, the domain knowledge 
that the approaches exploit is not necessarily related to the characteristic function representation (in contrast with the approaches 
3

discussed in Section 2.1.3), rather it is related to specific properties of the application domain.
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For instance, Bistaffa et al. [3] proposed a solution algorithm for large-scale ridesharing that, by heavily relying on the greedy 
nature of the domain, is capable of computing solutions of very good quality for hundreds of agents within one minute. Previously, 
Farinelli et al. [31] proposed an approach based on hierarchical clustering that also relies on a greedy heuristic to identify the 
most promising couple of coalitions that can be merged, until no beneficial merge can be executed. Unfortunately, these approaches 
cannot be applied in collective formation domains that are not characterized by such a greedy nature, e.g., the team formation 
domain discussed in [5].

More recently, Wu and Ramchurn [7] proposed a CSG solution algorithm based on MCTS that can be used in any collective 
formation domain, including ridesharing and team formation. Nonetheless, such a MCTS approach employs a simulation policy 
based on a greedy heuristic similar to the one proposed by Farinelli et al. [31]. Indeed, the authors report good performance on 
synthetic datasets that are characterized by a greedy nature.4

Along these lines, in our experimental evaluation, we compare against the approaches by Wu and Ramchurn [7] and by Bistaffa 
et al. [3].

2.2. Machine learning for optimization

The use of machine learning techniques to solve combinatorial optimization problems is a recent yet very active topic that 
has received a lot of attention during the last few years. According to Bengio et al. [32], machine learning can contribute to 
the optimization field in twofold ways: i) replace some heavy computations by building fast approximations, and ii) improve the 
optimization approach by learning domain-specific structure.

Due to the wide diversity among ways of combining machine learning and combinatorial optimization, Bengio et al. [32] classify 
the different approaches along two axes. Along the first axis, depending on the structure of the overall approach, Bengio et al. [32]

identifies two alternatives: i) end-to-end machine learning approaches that are able to directly construct a solution for optimization 
problems, and ii) mixed approaches that use machine learning as a subroutine of a classical optimization approach, either as a 
preprocessing step or used alongside the classical approach in an online scheme. On the other hand, the second axis concerns the 
adopted learning methodology, i.e., supervised, unsupervised, or reinforcement learning.

With respect to this classification, in this paper we propose a mixed approach, where an attention model generates high-valued 
candidate collectives, which are then encoded as variables in an ILP. Moreover, the attention model is trained by means of reinforce-

ment learning to learn the domain-specific structure of the application domain.

Along these lines, in what follows we first provide an overview of the relevant literature on end-to-end approaches, and then we 
focus on mixed approaches. Afterward, we discuss approaches trained with different learning methods.

2.2.1. End-to-end approaches for optimization

There is a wide variety of end-to-end approaches to optimization, such as Pointer Networks by Vinyals et al. [33], Graph Con-

volutional Networks by Joshi et al. [34], or Attention mechanisms by Kool et al. [6]. These methods have been applied to various 
classic problems in Operations Research and Optimization, such as the well-known traveling salesperson problem (TSP). Moreover, 
other end-to-end approaches have been devised for variants of the vehicle routing problem (VRP), such as the capacitated VRP [35]

or the online capacitated VRP [36]. It is important to note that, while our attention mechanism is inspired5 by the one by Kool 
et al. [6] —an end-to-end approach—, our overall approach is instead a mixed one, as mentioned in Section 2.2. More specifically, 
our attention model does not compute the final solution to the considered problem (i.e., the formation of collectives), but rather a 
set of candidate collectives that constitute input of the ILP, which then computes the final solution. This combination of Machine 
Learning and Optimization makes our approach “mixed”.

In what follows, we discuss other relevant works in the category of mixed approaches.

2.2.2. Mixed approaches for optimization

Mixed approaches aim at combining machine learning with classic optimization procedures. In this line of research, a strand 
of literature focuses on using machine learning as a preprocessing step before a classical optimization approach. In particular, the 
approach proposed by Ding et al. [37] solves 8 different classical problems, including TSP and VRP, by means of Graph Convolutional 
Neural Networks which predict the value of binary variables in a mixed-integer linear program (MILP) formulation of these problems. 
The solution is then found by employing a branch and bound approach which uses the values to guide the search. In the same 
way, Li et al. [38] tackle benchmark satisfiability and problems related to social networks by means of Graph Convolutional Neural 
Networks to select the nodes in a graph that are likely to appear in an optimal solution and then solve the problem for the reduced 
graph. Similar to neural network-based approaches, support vector machines (SVMs) also can play the role of a heuristic approach as a 
preprocessing step for optimization problems. Examples of this are the work of Xavier et al. [39], which uses k-Nearest Neighbors in 
addition to SVMs to significantly reduce the problem size for Security-Constrained Unit Commitment problem in power systems and 
electricity markets. Another example is the work of Sun et al. [40], which uses SVMs to find a reduction of the graph for the maximum 

4 According to the methodology reported in [7], the value of a coalition 𝐶 is correlated with its cardinality |𝐶|, hence forming bigger coalitions is, on average, 
more beneficial.

5 We focus on attention models because recent work [6] shows that they can significantly outperform Pointer Networks on routing problems. Moreover, since 
inputs to our model are sets of agents (which are permutation invariant), we prefer the use of an attention mechanism, whose output is guaranteed to be invariant to 
4

permutations of the input set.
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weight clique problem. Many of the approaches that use machine learning as a preprocessing step focus on reducing the optimization 
problem (i.e., making the problem smaller and computationally tractable). Despite problem reduction with machine learning does 
not ensure any optimality guarantee, these approaches can usually provide high-quality solutions thanks to the “backbone” structure 
of the optimization problems they tackle (according to the terminology adopted by [41]), i.e., optimal solution and high-quality 
solutions are likely to share a specific structure. Our work aims at following a similar problem reduction strategy by lowering the 
number of variables in an ILP formulation for the collective formation problem, but in contrast with the above-mentioned works 
(which build the entire problem instance and then reduces it), we directly generate the reduced ILP by generating collectives which 
are likely to be in the optimal solution.

Another family of mixed approaches is the one that aims at integrating machine learning within a classical approach for optimiza-

tion. For example, Hottung and Tierney [42] use an attention model to reconstruct solutions inside a Large Neighborhood Search 
setting for the Capacitated VRP. Another example is the work of Hottung and Tierney [42], in which neural networks are used as 
a heuristic to guide search inside a tree search approach for the container pre-marshaling problem. In this respect, our approach is 
similar to the one proposed by Bistaffa et al. [3], which uses a domain-specific heuristic as a preprocessing step for the formation of 
candidate collectives and then computes the final solution employing an ILP. However, instead of using an ad-hoc heuristic designed 
for a specific domain, we introduce an attention model that learns the domain-specific structure of a problem. Therefore, by not 
relying on any domain-specific component, our approach can be applied to structurally different collective formation problems.

2.2.3. Learning methods

Depending on the adopted learning methodology, an approach can be classified as supervised, unsupervised, or based on rein-

forcement learning. Several approaches adopt supervised learning strategies to imitate the outputs of an already existing solution 
algorithm, hence, by following Bengio et al. [32]’s terminology, “replacing it by its ML approximation”. For example, the above-

discussed work by Li et al. [38] makes use of supervised learning to train Graph Convolutional Neural Networks for Maximal 
Independent Set, Minimum Vertex Cover, Maximal Clique, and SAT. Khalil et al. [43] propose an approach to learn from a precom-

puted dataset a ranking function which is then used as a branching heuristic for MILP. Gasse et al. [44] and Nair et al. [45] also 
aim at constructing a branching heuristic for solving MILP, but in their case, they directly learn to imitate the decisions made by 
an expert employing a cross-entropy loss. The majority of these approaches aim at selecting an option among several alternatives 
(e.g., variable selection in branch-and-bound approaches), some approaches use machine learning to decide if an action (which is 
usually very demanding from a computational point of view) needs to be performed or not. This is the case of the work by Kruber 
et al. [46] where they use a supervised learning approach to decide whether a Dantzig-Wolfe decomposition should be applied to a 
MIP instance to solve it faster.

Unsupervised learning tries to capture patterns appearing in unlabeled data. Since its purpose does not pursue finding fast 
approximations and it is not obvious in which way it could improve the solution quality of current approaches, its use when 
combining machine learning with optimization is not very common. To the best of our knowledge, the only approach that applies 
an unsupervised machine learning technique to optimization is the work by Karalias and Loukas [47], where a probabilistic loss is 
proposed to train a Graph Neural Network for the Graph partitioning and maximum clique problems.

Finally, reinforcement learning (RL) aims at learning a policy (i.e., a system that determines a course of action) that optimizes the 
sum of future expected rewards observed from the actions performed by the policy. The policy is usually modeled inside a Markov 
Decision Process and interacts with the environment by executing an action and receiving an observation and a reward signal. The 
use of RL is appealing in the context of mixing machine learning with optimization because classical algorithms used for this purpose 
usually involve sequential decisions, which can be modeled as a Markov Decision Process. Moreover, in contrast with supervised 
learning, RL does not require other approaches to learn from, since it learns purely from experience. Several approaches aim at 
replacing supervised learning with RL in the context of combinatorial optimization. For example, the work by Bello et al. [48] and 
the aforementioned work by Nazari et al. [35] which proposes RL as an alternative way to train Pointer Networks, previously trained 
with supervised learning [33].

Related to our work, the approach by Kool et al. [6] employs the REINFORCE algorithm, a RL approach introduced by 
Williams [49], to train an attention-based model for the Traveling Salesperson Problem and the VRP. Along these lines, we adopt RL 
instead of other learning approaches, since we aim at achieving a general approach that is not limited by the quality of the examples 
used in a supervised environment. Because of the importance of the REINFORCE algorithm, which constitutes the training framework 
of our attention-based model, we devote the following section to discussing this algorithm in more detail.

2.3. The REINFORCE algorithm

The REINFORCE algorithm proposed by Williams [49] constitutes one of the pillars of RL and has inspired many modern RL 
approaches. The general idea of the algorithm is to update the parameters of a model utilizing gradient methods in the direction that 
reinforces actions with higher rewards.

At a general level, a RL setup is characterized by a sequence of states, actions, and rewards, i.e., (𝑠1, 𝑎1, 𝑟1, 𝑠2, 𝑎2, 𝑟2, … , 𝑠𝐻 , 𝑎𝐻 , 𝑟𝐻 ). 
An agent in this setup is modeled by a parameterized policy 𝜋𝜽 and it decides on the actions that are performed according to the 
observed states. Moreover, in the RL setup, the agent receives a reward as feedback from its actions, which reinforces actions leading 
to a desired behavior. The reward is defined according to the optimization goal. In practice, when considering RL for combinatorial 
optimization, the reward is assigned to be the utility function of the optimization domain. However, this reward is usually not de-
5

fined for intermediate states. In such situations, an expected return 𝐺𝑡 is used instead, which can be computed from the probabilities 
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determined by the policy at each state or by estimating it through a simulated trajectory referred to as a rollout. In this work, 
we employ the rollout technique to estimate the expected return of intermediate states corresponding to incomplete coalitions. To 
update the policy parameters 𝜽, Williams [49] proposes to use gradient methods, which update the parameters in the direction that 
maximizes the expected return with

𝜽← 𝜽+ 𝛼𝐺𝑡∇𝜽 log𝜋𝜽, (2)

where 𝛼 is the size of the learning step. In this work, we adopt a technique from actor-critic approaches [50], which introduces a 
baseline to reduce the variance in the expected return. This technique consists of employing the increment of the expected return 
with respect to a baseline 𝑏𝑡, which will be defined in the following sections. Then, the update rule becomes

𝜽← 𝜽+ 𝛼(𝐺𝑡 − 𝑏𝑡)∇𝜽 log𝜋𝜽. (3)

Previous work employs REINFORCE to train a policy to produce solutions to combinatorial optimization problems [48,6], such 
as the TSP and the VRP. For such applications, the characteristic function of the problem is used as a reward to guide the models 
towards generating solutions of continuously improving quality until they converge to close-to-optimal solutions. Here we employ 
the REINFORCE algorithm to train a policy to generate collectives of high quality. Thus, the quality of a collective, determined by 
the utility function of a specific collective formation domain, is used as the reward.

Very recently, the use of entropy within REINFORCE has been independently proposed by the researchers of the team Ratel

during the AI4TSP competition [51]. More specifically, Ratel’s approach employs entropy regularization “to enhance exploration” 
[51, Section 4.2.2] within RL for the solution of TSP. Similarly, in our collective formation approach, entropy is used to increase 
the diversity of the generated candidates (via enhanced exploration), as we discuss in Section 3.1.4. Notice that, in contrast to Ratel’s 
approach, we do not use machine learning to directly provide a solution to the considered optimization problem, but to provide a 
set of diverse candidate solutions that are then processed by a classical optimization approach (i.e., an ILP).

After having discussed the RL setup, which will be part of our approach, we now proceed to present our solution approach for 
optimization problems involving the formation of collectives.

3. Our solution approach

As seen in previous sections, collective formation approaches that aim at considering the entire set of possible collectives cannot 
be applied to realistic application domains since such a set is prohibitively large to enumerate. In this respect, it is crucial to avoid 
the generation of such an impractically large problem instance in the first place since it would be impossible to handle for any 
solution algorithm. Indeed, our approach follows this rationale and works by breaking the problem into two parts. First, by means of 
an attention model, we generate candidate collectives, one at a time, to construct a set of candidate collectives. Second, we encode 
these collectives into an ILP, which computes the final solution.

To accommodate the discussion of our approach, we first reformulate the optimization problem in Equation (1) as an ILP:

maximize
∑

𝐶∈ (𝐴)
𝑓 (𝐶) ⋅ 𝑥𝐶 ,

subject to
∑

𝐶∈ (𝐴)
𝑏𝑖,𝐶 ⋅ 𝑥𝐶 ≤ 1, ∀𝑎𝑖 ∈𝐴,

(4)

where 𝑥𝐶 is a binary decision variable that encodes whether collective 𝐶 is in the set  and 𝑏𝑖,𝐶 is a binary value that encodes 
whether agent 𝑎𝑖 ∈𝐴 belongs to the collective 𝐶 .

Notice that the ILP formulation in Equation (4) only considers the constraint that collectives must be non-overlapping. Depending 
on the considered application domain, it is also possible to impose that the formed collectives cover the entire set 𝐴 by enforcing

∑
𝐶∈ (𝐴)

𝑏𝑖,𝐶 ⋅ 𝑥𝐶 = 1, ∀𝑎𝑖 ∈𝐴. (5)

The problem in Equation (4) can be easily recognized as a WSP, one of the original 21 Karp’s NP-complete problems [52]. Because 
of the computational complexity of such problems, the ILP can only be solved for small instances (i.e., 𝐴 with less than a couple of 
tens of agents) by employing off-the-shelf solvers. On the other hand, in real-world scenarios, the generation of such an ILP (let alone 
its solution) can require hours of computation due to the necessity of enumerating all feasible collectives. This complexity is further 
increased in scenarios where determining each value 𝑓 (𝐶) requires a significant computational effort, such as the synergistic value 
proposed by Andrejczuk et al. [5].

On the other hand, by exploiting the inherent structure of the domain, an expert might propose a reduced set of promising

collectives (𝐴), from which a sub-optimal solution of high quality can be obtained. Following this approach, in this paper we 
propose an attention-based model that learns this structure to generate an ILP of manageable size, i.e.,

maximize
∑

𝐶∈(𝐴)
𝑓 (𝐶) ⋅ 𝑥𝐶 ,

subject to
∑

𝑏 ⋅ 𝑥 ≤ 1, ∀𝑎 ∈𝐴.
(6)
6

𝐶∈(𝐴)
𝑖,𝐶 𝐶 𝑖



Artificial Intelligence 328 (2024) 104064A. Fenoy, F. Bistaffa and A. Farinelli

Fig. 1. Proposed approach for the formation of collectives. The attention model generates a reduced set of collectives from which an ILP solver computes the solution.

Fig. 1 illustrates the two-step approach we propose for the formation of collectives. In the first step, the attention model produces 
collectives, one by one, to build a set (𝐴) of candidate collectives. In the second step, Equation (6) is solved with the set (𝐴) as 
input to solve the collective formation problem. The attention model will be discussed in the following sections.

Algorithm 1 Pseudocode of our approach for the formation of collectives.

Input: set of agents 𝐴, overall time budget 𝑡 ∈ℝ+ , generation portion 𝑘 ∈ [0, 1]
Output: the computed set of collectives

1: (𝐴) ← ∅ {Initialize empty set of candidates}

2: repeat

3: 𝐴′ ←𝐴 {Local copy of input set of agents}

4: while |𝐴′| > 0 do

5: 𝑆 ← subset of 𝐴′ generated by means of our attention model

6: (𝐴) ←(𝐴) ∪𝑆 {Add 𝑆 to the set of candidates}

7: 𝐴′ ←𝐴′ ⧵𝑆 {Remove 𝑆 from the local set of agents}

8: end while

9: until the time budget 𝑡 ⋅ 𝑘 expires

10: Formulate the model in Equation (6) given (𝐴) computed in Lines 2–9

11: Solve such a model with an ILP solver given a time budget of (1 − 𝑘) ⋅ 𝑡

Algorithm 1 provides the pseudocode of our general approach for the formation of collectives. Following a standard practice [3], 
we assume that our entire approach is provided with a time budget 𝑡 and we distribute such a time budget between the two phases 
illustrated in Fig. 1. More specifically, we devote a time budget of 𝑘 ⋅ 𝑡 (with 𝑘 ∈ [0, 1]) to the first phase, in which we generate 
the reduced set (𝐴) by repeatedly generating a collective 𝑆 with our attention model and removing it from the initial set 𝐴 until 
such a set has been entirely consumed. If the generation time budget has not been exhausted, we repeat the same procedure with 
another copy of the initial set. The remaining part (1 − 𝑘) ⋅ 𝑡 is devoted to the solution of the just-computed reduced ILP model in 
Equation (6), by providing such a time budget to the off-the-shelf ILP solver. In our experiments in Section 4 we compute the value 
of the parameter 𝑘 via IRACE [53], a widely used software for tuning algorithmic parameters.

3.1. Attention model

Our attention model implements a decision-making process where collectives are built incrementally by selecting elements from 
the set of agents 𝐴, one at every decision step, and adding them to the collective 𝐶 . During such a decision-making process, these 
two fundamental pieces of information (i.e., 𝐴 and 𝐶) are internally maintained as the state of the model.

Fig. 2 illustrates an example of the process of forming a collective by means of the attention-based model in a ridesharing 
application domain. Initially, an empty collective and the set 𝐴 of agents are provided as input to the model, which outputs a 
vector of probabilities, one for each agent plus one for the “end-of-sequence” (𝑒𝑜𝑠) token (indicating that no agent is selected and 
terminating the process of building the current collective). The probabilities, indicating the best agent to be selected, are used to 
sample one agent and add it to the collective. The collective is then updated, and a new iteration starts. A mask that forces the 
probability of selected agents to zero is used to avoid one agent being selected twice. The process finishes when the 𝑒𝑜𝑠 token is 
sampled.

More formally, the internal state 𝑠 of the model is represented by the tuple 𝑠 = (𝐴, 𝐶), where 𝐴 is the set of agents and 𝐶 is the 
collective currently being built. With a small abuse of notation,6 our model receives the set of agents 𝐴 as a list of 𝑑𝑎 dimensional 
feature vectors, where 𝑑𝑎 is the number of features. Following standard practice [54], our model assumes that an element (in our case 
an agent) can be represented as a vector of features (e.g., origin and destination locations in the ridesharing scenario, or students’ 
personality traits and competence levels in the team formation one). The model also receives a binary encoding of a collective 
𝐶 = {𝑏1,𝐶 , 𝑏2,𝐶 , … , 𝑏𝑛,𝐶}, where 𝑏𝑖,𝐶 are binary values determining whether the respective agents 𝑎𝑖 are in the collective or not.

Given a state 𝑠, we design an attention-based encoder-decoder model based on the one proposed by [6], which defines a stochastic 
policy 𝜋𝜽(𝑠) parameterized by a set of learnable parameters 𝜽 representing the weights and biases of a neural network) that determine 
the probability for each element in the pool of agents 𝐴 to be included in the collective 𝐶 . Our encoder produces an embedding, 
i.e., a continuous representation of the input, for each element in the pool. Then, as illustrated in Fig. 3, the decoder receives the 
embedding and the collective to compute the probabilities.

3.1.1. Multi-head attention

The main block of our encoder-decoder model is based on the attention mechanism by Vaswani et al. [55]. Within our approach, 
attention works as a mapping where the inputs are, following the standard nomenclature [55,6], the queries 𝑄 and the keys 𝐾 repre-
7

6 Thus far, we considered 𝐴 and 𝐶 to be sets of agents. Now we redefine them respectively as a list of vectors and a list of binary variables.
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Fig. 2. An illustrative example of the process carried out by the attention model to form a collective in a ridesharing environment. In this example concerning the 
ridesharing domain, three agents (1: red, 2: green, and 3: blue) are the input of the model, together with the current collective, which is initialized empty. The 
collective is represented on a map to show the spatial relations between the origin (squares) and destination (triangles) locations. The model outputs a vector of 
probabilities, one for each agent plus one for the “end-of-sequence” (𝑒𝑜𝑠) token, which stops the formation of the collective. During the selection process, agents that 
have already been selected are masked out (indicated in gray in this example). Best viewed in colors. (For interpretation of the colors in the figure(s), the reader is 
referred to the web version of this article.)

Fig. 3. General scheme of the encoder-decoder approach that computes the probability 𝜋𝜽 for each agent in 𝐴 to be added to the collective 𝐶 . The sizes for input, 
output, and intermediate hidden states are specified for each element. The specific details of the probability computation are provided in Section 3.1.1.

sented by a set of 𝑑𝑞 and 𝑑𝑘 dimensional vectors respectively. The outputs are the attention weights 𝑎𝑖𝑗 , which reflect the normalized 
compatibility of the query 𝒒𝑖 with the key 𝒌𝑖. The first step to obtain the attention weights is to compute the compatibilities

𝑢𝑖𝑗 =
(𝑊 𝑞𝒒𝑖)𝑇 (𝑊 𝑘𝒌𝑗 )√

𝑑𝑞
, (7)

where 𝑊 𝑞 and 𝑊 𝑘 are two learnable linear transformations, and the output is scaled with a factor of 1√
𝑑𝑞

. The attention weights 
are then obtained by normalizing the compatibilities with a softmax:

𝑒𝑢𝑖𝑗
8

𝑎𝑖𝑗 = ∑
𝑗′ 𝑒

𝑢𝑖𝑗′
. (8)
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Fig. 4. General scheme of our encoder architecture. Similar to the one proposed by Vaswani et al. [55], it combines several steps of multi-head attention, feedforward 
layers, layer normalization, and residual connections. The encoding step is repeated 𝑁 times.

These attention weights already capture the desired information (compatibility between queries and keys) and can already be used 
for a given purpose, as we do in the last step of the decoder, where we interpret these attention weights as probabilities for elements 
in 𝐴 to be included in 𝐶 ; that is, the higher the compatibilities, the higher the probabilities will be. Nevertheless, the main use of the 
attention weights is to update a set of values 𝑉 represented by a set of 𝑑𝑣 dimensional vectors by computing a linear combination of 
the values weighted by the attention weights

𝒗′𝑖 =
∑
𝑗

𝑎𝑖𝑗 (𝑊 𝑣𝒗𝑗 ), (9)

where 𝑊 𝑣 is again a learnable linear transformation. In practice, according to the multi-head attention approach, it is beneficial to 
compute attention in parallel 𝑀 times with different parameters 𝑊 𝑞 , 𝑊 𝑘, and 𝑊 𝑣, and combine the outputs at the end, i.e.,

𝒗′𝑖 =
𝑀∑
𝑚=1

𝑊 𝑜
𝑚𝒗

′
𝑖𝑚, (10)

where 𝑊 𝑜 is again a learnable linear transformation.

In our approach, we use the attention mechanism in the encoder to incorporate information from the set of agents 𝐴 into the 
representation of an agent 𝑎𝑖 by using agents in 𝐴 as queries, keys, and values. Thus, the attention mechanism behaves as a message-

passing approach between consecutive neural layers in the attention-based model. This mechanism is known as self-attention since 
the elements in 𝐴 are updated according to elements in the same set [55]. Further, in the decoder, we update the representation of 
a collective 𝐶 with information about the agents 𝐴, i.e., we employ 𝐶 as query and value, while 𝐴 behaves as keys, following the 
standard nomenclature adopted for attention models [55,6].

3.1.2. Encoder

Our encoder is inspired by the one proposed by Vaswani et al. [55], but in contrast with the original model, we omit positional 
encoding since the order of the elements in the pool of agents is not relevant for the formation of collectives. Instead, we use an input 
feed-forward layer to encode elements in the pool of agents 𝐴 from its 𝑑𝑎 dimensional feature representation to a 𝑑ℎ dimensional 
embedding before the main attention blocks.

To get the encoded representation of the pool of agents 𝒉𝐴, the input embeddings are updated using 𝑁 attention blocks depicted 
in Fig. 4, each one consisting of two sub-layers: a multi-head self-attention and a feed-forward layer. Each sub-layer adds a resid-

ual connection [56] and performs layer normalization [57] on its outputs, i.e., LayerNorm(𝑥 + sub-layer(𝑥)). To facilitate residual 
9

connections, all sub-layers in the encoder use the same dimensionality 𝑑ℎ.
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3.1.3. Decoder

In order to compute the probabilities 𝜋𝜽(𝑠), the decoder performs attention between the encoded pool 𝒉𝐴 = {𝒉1, 𝒉2, … , 𝒉𝑛} and 
an encoding of the collective 𝒉𝐶 . This encoding is needed since we aim to obtain a single scalar value for each element in the set of 
agents, which will represent the probability. This can be better understood by looking at Equation (7), where the dot product outputs 
a scalar value, which is then used as input in Equation (12) to compute the probabilities. To obtain this encoding, the following 
reduction is applied to the encoded pool:

𝒉𝐶 =
∑

𝑖 𝑏𝑖,𝐶 ⋅ 𝒉𝑖∑
𝑖 𝑏𝑖,𝐶

. (11)

At the initial state, the collective is empty, which means that 
∑

𝑖 𝑏𝑖,𝐶 = 0. In that case, we use a 𝑑ℎ dimensional zero vector as a 
placeholder, 𝒉𝐶 = 𝟎.

Finally, to obtain the probabilities 𝜋𝜽(𝑠), the decoder performs two last attention steps, which update 𝒉𝐶 employing 𝒉𝐴 and 𝒉𝐶
as keys and queries. After the second attention step, the compatibilities 𝑢𝑖7 are normalized by applying a softmax to obtain the 
probability of each agent being added to a collective 𝐶 , i.e.,

𝜋𝜽(𝑖 ∣ 𝑠) =
𝑒𝛾 tanh𝑢𝑖∑
𝑗 𝑒

𝛾 tanh𝑢𝑗
, (12)

where the function 𝛾 tanh𝑢𝑖 is applied to the compatibilities as in [48] to control the exploration of the model by shrinking the 
compatibilities to the range [−𝛾, 𝛾].

To ensure that an agent appears only once in a collective, a mask is applied to the agents that have been already selected 
before computing the softmax, i.e., 𝑢𝑖 = −∞ for such agents. To stop the decoding process, a vector of carefully selected values8 is 
prepended to the set of agents 𝐴 to be identified as a stop token by the model. When the stop token is selected, the decoding process 
is terminated.

The full decoding process is shown in Fig. 3, which also reports the interaction between the encoder, decoder, and the encoding 
of the collective, together with the change in the dimensionality that each process involves.

3.1.4. Maximum entropy policy gradient

In the previous section, we defined the attention model that computes the probabilities 𝜋𝜽(𝑠) for the formation of collectives 
modeled as a decision-making process. In this section, we elaborate on how we optimize the parameters 𝜽 for this task.

In the context of such a discussion, it is important to recall our ultimate goal: forming a set of collectives (𝐴) from which a 
good-quality solution to the collective formation problem can be obtained by means of an ILP formulation. For our approach to be 
effective, we have to guarantee that (i) (𝐴) contains collectives associated with high utility values by the function 𝑓 , but also that 
(ii) such a set contains a sufficient number of diverse collectives. Such diversity is fundamental because, due to the presence of the 
non-overlapping constraint in Equation (4), the optimal solution is likely to contain not only collectives with the highest possible 
value but also collectives of lower value. Henceforth, providing a sufficient number of alternatives to the ILP solver is crucial to 
achieving a final solution of good quality. To reflect the importance of these two complementary aspects, i.e., having a sufficient 
number of high-utility collectives but also a sufficient diversity among them, we define the following two-term loss function:

(𝜃|𝑠) = 𝔼𝜋𝜽(𝐶|𝑠) [𝑓 (𝐶)]
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

Quality

+ 𝜏 ⋅(𝜋𝜽(𝑠))
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

Diversity

, (13)

where (𝜋𝜽(𝑠)) is the entropy of the model at state 𝑠 and 𝜏 weights the contribution of the entropy to the loss function. In Section 4.5

we empirically evaluate the impact of such an entropy term controlled by 𝜏 on the performance of our approach. Optimizing the first 
term in Equation (13) produces a policy that builds collectives of high utility. In addition, we consider a second entropy term to the 
loss, whose objective is to foster diversity.

Similar to [6], we optimize our model by gradient descent with the well-known REINFORCE algorithm [49]. However, in contrast 
to such work, the gradient considers the two terms in Equation (13). Thus, we optimize:

∇𝜽 = 𝔼𝜋𝜽(𝐶|𝑠)
[
(𝑓 (𝐶) − 𝑏(𝑠))∇𝜽 log𝜋𝜽(𝐶|𝑠)]+ 𝜏∇𝜽(𝜋𝜽(𝑠)), (14)

where 𝑏(𝑠) is a baseline to reduce the variance of the gradient. Popular choices for the baseline are using an exponential moving 
average [49] or training a critic to estimate value function given a state 𝑠 [58]. While the first one does not provide a baseline for 
a particular state 𝑠, the second one produces a complex training setup with two networks to optimize simultaneously. Therefore, 
we opted to compute the value with a rollout baseline, which estimates the value by performing a rollout from a given state with 
the best policy obtained so far. We also considered more advanced RL techniques such as proximal policy optimization (PPO) [59] or 
the policy optimization with multiple optima (POMO) baseline proposed by Kwon et al. [60], which nonetheless did not produce any 

7 Notice how the compatibilities here do not have a 𝑗 component as in Equation (7), because the encoder of the collective 𝒉𝐶 , consisting of a single vector, is 
employed as a single query.
10

8 The values selected for the vector should not be among the ones possible for regular agents.
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improvement in our case. Therefore, following Kool et al. [6] we opted for a simpler REINFORCE approach with a rollout baseline 
for the sake of simplicity.

Algorithm 2 REINFORCE with Rollout Baseline.

Input: number of epochs 𝐸, number of iterations per epoch 𝐼 , batch size 𝐵, significance 𝛼
Output: trained model parameters 𝜽
1: Init 𝜽 and 𝜽𝐵𝐿

2: for 𝑒𝑝𝑜𝑐ℎ = 1, … , 𝐸 do

3: for 𝑖𝑡𝑒𝑟 = 1, … , 𝐼 do

4: 𝑠𝑖 ← randomState() ∀𝑖 ∈ {1, … , 𝐵}
5: 𝐶𝑖 ← rollout(𝑠𝑖, 𝜽) ∀𝑖 ∈ {1, … , 𝐵}
6: 𝐶𝐵𝐿

𝑖
← rollout(𝑠𝑖, 𝜽𝐵𝐿) ∀𝑖 ∈ {1, … , 𝐵}

7: ∇ ←∑𝐵

𝑖=1
(
𝑓 (𝐶𝑖) − 𝑓 (𝐶𝐵𝐿

𝑖
)
)
∇𝜽 log𝜋𝜽(𝐶𝑖|𝑠𝑖)

8: ∇ ← 𝜏
∑𝐵

𝑖=1 ∇𝜽(𝜋𝜽(𝑠𝑖))
9: 𝜽← Adam(𝜽, ∇ +∇ )

10: end for

11: if OneSidedPairedTTest(𝜋𝜽 , 𝜋𝜽𝐵𝐿 ) ≤ 𝛼 then

12: 𝜽𝐵𝐿 ← 𝜽

13: end if

14: end for

15: return 𝜽

After the loss is computed, the model parameters 𝜽 are updated using an Adam optimizer [61]. At the end of each epoch, the 
model and the baseline are evaluated by performing a complete rollout over several examples. Then, the models are compared 
employing a paired t-test. In the case that the model outperforms the baseline, the last one is updated with the model parameters. 
The full training procedure is detailed in Algorithm 2.

3.1.5. Soft baseline update

Another popular update for the baseline network parameters adopted by several RL approaches [62,63], consists of updating the 
parameters after each iteration by computing a moving average in the direction of the main network parameters, i.e.,

𝜽𝐵𝐿 ← 𝜆 ⋅ 𝜽+ (1 − 𝜆) ⋅ 𝜽𝐵𝐿, (15)

where 𝜆 is the size of the step towards the network parameters. This update rule achieves a more uniform change of the baseline 
parameters when compared to the t-test, which updates the baseline only when it is outperformed by the model by directly copying 
its weights. The soft update produces a more robust training setup, usually leading to a better overall performance of the models. We 
have observed that this improvement was significant in the ridesharing domain.

This update is introduced at the end of the inner for loop in Algorithm 2, and the t-test performed in line 11 is removed, as its 
purpose is already covered by the soft update. We compare the performance of the soft baseline update with the t-test update in the 
experimental analysis, which is discussed hereafter.

4. Experimental evaluation

The main objective of our experimental evaluation is to assess the performance of our general collective formation approach in 
two structurally different real-world scenarios. On the one hand, we consider the ridesharing scenario discussed in [3], where, as 
the authors show, an algorithm strongly characterized by a greedy nature can produce solutions close to the optimal for hundreds of 
agents within one minute. On the other hand, we consider the team formation scenario discussed in [5], in which greedy approaches 
cannot be used due to the presence of domain-specific constraints. We discuss both these domains in more detail in the following 
section.

4.1. Application domains

The ridesharing scenario discussed in [3] takes place in a map of zones  = {𝑧1, 𝑧2, … , 𝑧𝑚}. An instance of this problem involves 
a pool of agents 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛}, where each agent wants to travel from an origin to a destination, formally 𝑎𝑖 ∈  ×. In this 
domain, we consider collectives with cardinality 1 ≤ |𝐶| ≤ 5 to reflect the usual capacity of cars. Each collective has an associated 
value assigned by a utility function 𝑓 (𝐶):

𝑓 (𝐶) = 𝜎 ⋅𝐸(𝐶) + (1 − 𝜎) ⋅𝑄(𝐶), (16)

where 𝐸(𝐶) quantifies the environmental benefits of forming the collective 𝑆 , 𝑄(𝐶) quantifies the quality of service incurred by 
the members of 𝐶 , and 𝜎 ∈ [0, 1] controls the importance of each of the above-mentioned components. In our experiments, we use 
𝜎 = 0.5 to obtain equal importance between environmental benefits and quality of service. We refer the reader to [3] for more details 
11

about each term in the utility function.
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We also remark that, in this paper, we only focus on the one-shot optimization problem of forming collectives inherent in the 
ridesharing domain discussed in [3]. Other aspects of the dynamic ridesharing scenario originally discussed by the authors have been 
left out for the sake of conciseness since they are orthogonal to the problem tackled here.9

The team formation problem discussed in [5] consists of a set of students 𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑛}, which are assigned to a task that 
has to be solved cooperatively in a team. Andrejczuk et al. [5] study four different tasks: body rhythm, entrepreneur, art design, 
and English. In all our experiments, we consider the “English” task. Each student is represented by a tuple (𝑔, 𝒑, 𝒍), where 𝑔 is a 
binary value indicating the gender, 𝒑 is a personality vector with four dimensions: sensing-intuition, thinking-feeling, extroversion-

introversion, perception-judgment, each one evaluated in the range [−1, 1]. 𝒍 is a vector measuring seven competence levels in the 
range [0, 1] including linguistic, logic mathematics, visual-spatial, bodily-kinesthetic, musical, intrapersonal and interpersonal. For 
each task, different competencies need to be covered by at least one student in the team. We consider an utility function 𝑓 (𝐶)
proposed by Andrejczuk et al. [5], which assigns a value to each team:

𝑓 (𝐶) = 𝜓 ⋅ 𝑢𝑝𝑟𝑜𝑓 (𝐶, 𝑡𝑎𝑠𝑘) + (1 −𝜓) ⋅ 𝑢𝑐𝑜𝑛(𝐶), (17)

where 𝑢𝑝𝑟𝑜𝑓 (𝐶, 𝑡𝑎𝑠𝑘) measures the proficiency of a team 𝐶 on a given 𝑡𝑎𝑠𝑘, 𝑢𝑐𝑜𝑛(𝐶) measures the congeniality of a team, and 
𝜓 ∈ [0, 1] controls the relative importance between this two terms. For more details on how each term is computed, we refer the 
reader to [5]. Notice that, since the goal of the team formation scenario proposed in Andrejczuk et al. [5] is to obtain a balanced 
set of teams to foster cooperation and inclusiveness, the authors originally defined the corresponding collective formation problem 
as the maximization of a Nash product, which is then transformed into a linear optimization problem by considering the sum of the 
logarithms of the utility values of the teams. Here we adopt the same linearized formalization.

For both collective formation domains, our experimental evaluation considers the same real-world dataset employed by the 
authors of the original works. On the one hand, for ridesharing, we consider the “TLC Trip Record Data” provided by New York 
City Taxi and Limousine Commission.10 On the other hand, for team formation we consider the data collected by Andrejczuk 
et al. [5], corresponding to 210 students, each one identified by gender information, the personality profile, and the competence 
levels regarding seven competencies. We report results for different problem sizes, i.e., for sets of agents of different sizes. Each result 
reports the corresponding number 𝑛 of agents.

4.2. Baselines

To evaluate the performance of our approach in each of the above-mentioned domains, we employ the state-of-the-art approaches 
proposed in [3] and [5], which we denote as PG2 and SynTeam, respectively. For both approaches, we use the parameters specified 
by the authors. We remark that, as already mentioned in Section 2.1, these approaches already achieve close-to-optimal performance 
in their respective domains, hence our goal here is not to claim an improvement over these domain-specific solutions. We also 
remark that neither PG2 nor SynTeam can be used outside of the domain in which they were originally designed. Thus, our goal is 
to show that our general approach can provide performance comparable to these approaches without being restricted to any specific 
application domain.

We do not report results for state-of-the-art complete CSG approaches discussed in Section 2.1.1 since they cannot handle the 
number of agents we consider in our experiments.

Additionally, we compare our approach to the MCTS algorithm presented in [7], which, to the best of our knowledge, is the most 
recent general approach for the formation of collectives. According to [7], such an approach uses a greedy rollout policy based on 
selecting collectives with the best value increment at each step. As already mentioned above, such a greedy policy can not be directly 
used in the team formation domain, which prevents the approach in [7] from finding any feasible solution in this case.

For this reason, we decided to consider a second version of MCTS that employs a heuristic preventing the choice of actions leading 
to a potentially unfeasible collective during rollout. This heuristic uses symmetries in the search space to avoid branches of the tree 
which lead to a permutation of a collective already explored. For the sake of completeness, we also consider a standard MCTS that 
employs a random rollout, i.e., that selects actions from a uniform distribution. These three MCTS approaches are referred to as 
G-MCTS (greedy), A-MCTS (i.e., adapted), and R-MCTS (i.e., random), respectively.

4.3. Empirical methodology

The empirical analysis is composed of two parts: training and evaluation. Training concerns the optimization of the model 
parameters towards learning the formation of collectives for each application domain employing the RL techniques described in 
the previous sections. The evaluation comprises the study and analysis of these models, once they have been optimized, comparing 
them to other state-of-the-art approaches for the formation of collective in each studied domain. Note that training only needs to be 
performed once for each domain, and then, evaluation can be executed several times with different instances. The obtained results 
are presented at the end of this section.

9 As discussed in Section 4.2, we compare our attention-based approach with the PG2-based approach by Bistaffa et al. [3], as they both solve the problem of 
the formation of collectives. Since such approaches are interchangeable, one could apply the same methodology detailed in [3, Section III-A] to build a dynamic 
ridesharing solution relying on our attention-based approach. Such an exercise has been left out since it is not in the scope of the current work.
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10 Available at https://www .nyc .gov /site /tlc /about /tlc -trip -record -data .page.
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Table 1

Optimality ratio for the attention model (AM) and baseline approaches in the 
ridesharing domain. For all experiments, we use a time budget of 300 seconds. 
Missing values (“−”) indicate that the approach did not compute any solution better 
than the initial one within the time budget. *For 𝑛 = 200 we report the ratio with re-

spect to the solution computed by PG2 since computing the optimal in a manageable 
amount of time is not possible.

𝑛 AM (t-test) AM (soft) G-MCTS A-MCTS R-MCTS PG2

50 0.93 0.96 0.92 0.14 0.24 0.98
100 0.85 0.90 0.89 0.04 0.09 0.98
200* 0.74 0.87 − 0.01 0.05 1.00

Training The attention-based model is trained with ∼200000 instances obtained by sampling from the generators of problem in-

stances provided by the authors of the articles of the two considered case studies [3,5]. Training has been performed for 100 epochs, 
using a batch size of 256 instances and a learning rate of 0.0001. Training times may vary depending on the size of the training 
instances, but in general, it takes between 12 and 24 hours on the employed machine (2.20 GHz CPU, 128 GB RAM, and an NVIDIA 
RTX 2080 Ti GPU).

Evaluation We test the algorithms mentioned for each application domain and compare them with our approach by employing a 
separate dataset only for evaluation purposes, obtained by employing the generators of problem instances mentioned in the previous 
paragraph. Specifically, we evaluate the different approaches with 50 problem instances for ridesharing and 20 problem instances 
for team formation. For each instance, we run each algorithm using 50 different seeds (i.e., 0, … , 49), and we compute the optimality 
ratio, i.e., the ratio between the average of the obtained solution values and the value of the optimal solution, which is obtained 
by solving Equation (4) to optimality. We then report the average over all instances of such optimality ratios. We do not report the 
standard deviations since, in all experiments, it is less than 0.02.

For ridesharing, we consider a time budget of 300 seconds for all approaches. For team formation, we consider the runtime of 
SynTeam as a time budget (see caption of Table 2), since for this approach it is not possible to set one. Given the total time budget, 
the portion 𝑘 ∈ [0, 1] devoted to the generation of candidates was determined by using IRACE [53], a widely used software for tuning 
algorithmic parameters.

Hyperparameters We determined the values of the hyperparameters by starting from the values reported in the relevant literature 
[6] and adapting them, by means of some iterative tests, to the values that we found to work best in our case, reported hereafter. 
Specifically, we initialize the model and baseline parameters with 𝑈𝑛𝑖𝑓𝑜𝑟𝑚(−1∕

√
𝑑, 1∕

√
𝑑), where 𝑑 is the input size. For the 

attention mechanism, we use 𝑁 = 8 heads and 𝑑ℎ = 256, whereas, for the feed-forward layers, we use 𝑑ℎ = 512. The encoder is 
composed of 𝑁 = 3 attention blocks. The total number of model parameters is 2463488. We train the models during 100 epochs 
consisting of 400 batches with 256 instances each. For evaluation, we use 100 batches with the same number of instances each. For 
the optimization of the model parameters, we use a learning rate of 10−4 and a significance of 𝛼 = 0.05 for the one-sided paired 
t-test. Our attention-based model is implemented in PyTorch.11 We employ CPLEX 22.1 as an ILP solver.

4.4. Solution quality

We now proceed to discuss the results of our comparison between our approach and the baselines discussed in Section 4.2 on 
the two considered collective formation domains. Table 1 reports the results of our experiments on the ridesharing domain. Our 
best-performing approach is comparable with PG2 for 𝑛 = 50, but PG2 still outperforms our model for higher sizes. This result is not 
surprising, since PG2 has been specifically designed for this domain.

Results also show that the optimality ratio obtained by our approach is superior compared to the MCTS approaches (including R-

MCTS, the only MCTS approach in our comparison that does not incorporate any domain-specific subroutine), which cannot compute 
a solution of acceptable quality. Moreover, we observed that for 𝑛 = 200 the G-MCTS approach by Wu and Ramchurn [7] could not 
compute a solution better than the initial one (i.e., all singletons with a total utility of 0) in the considered time budget. A possible 
explanation could be that the utility function we consider involves more computation than the ones studied in [7], where utilities are 
directly obtained by sampling from a uniform distribution. These results could suggest that complex utility functions might hinder 
the performance of MCTS in large-scale scenarios.

As for the update rule on the baseline, we observed that the approach implementing the soft update is superior to the one 
implementing the t-test update.

Table 2 reports the results of our experiments on the team formation domain. As for ridesharing, the optimality ratio obtained 
in that case is significantly better than the one obtained by other MCTS approaches, even the one we specifically adapted for this 
domain (i.e., A-MCTS). Moreover, by comparing our approach to SynTeam, we can see that the gap between our approach and the 
domain-specific approach for team formation is smaller than for ridesharing, especially for the larger problem instances.
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Table 2

Optimality ratio for the attention model (AM) and baseline approaches in the team 
formation domain. ST indicates the results for the SynTeam approach. For all ex-

periments, we use the runtime of SynTeam as a time budget (i.e., 60 seconds for 
𝑛 = 50 and 𝑛 = 60, and 180 seconds for 𝑛 = 100). Missing values (“−”) indicate that 
the approach did not compute any solution better than the initial one within the 
time budget. *For 𝑛 = 100 we report the ratio with respect to the solution computed 
by SynTeam, since computing the optimal in a manageable amount of time is not 
possible.

𝑛 AM (t-test) AM (soft) G-MCTS A-MCTS R-MCTS ST

50 0.97 0.97 − 0.84 − 0.99
60 0.95 0.93 − 0.78 − 0.99
100* 0.92 0.91 − − − 1.00

In contrast to the ridesharing domain, we have not observed a clear difference between the t-test update and the soft update 
for the baseline for team formation. This might be because the optimality ratio is already quite good compared to the one in the 
ridesharing domain, hence the impact of soft-update in team formation is less pronounced.

4.5. Impact of entropy

One of the most important components of our model is the entropy term in Equation (14) controlled by the parameter 𝜏 , which 
allows the attention model to generate a higher variety of candidates, hence providing more options to the ILP solver and resulting in 
a better overall performance of the approach. In this section, we aim to evaluate the impact of entropy on the variety of candidates 
generated for the ridesharing and team formation domains. To this end, we conducted a second set of experiments in which we 
compare the distribution over the values of the collectives generated by the model with and without entropy (𝜏 = 0.05 and 𝜏 = 0.00, 
respectively) to the distribution over the values of the collectives in the optimal solution. Increasing the 𝜏 parameter over 0.05
affected negatively the convergence of the model during training. All these distributions are obtained by performing a Gaussian 
Kernel Density Estimation [64] over thousands of collectives generated by our model, given a problem instance.

Figs. 5 and 6 report the distribution over the values for six different example instances of the ridesharing and team formation 
domains. By looking at the distribution of the values, it can be observed that the model with higher entropy covers a wider range 
of values compared to the one with lower entropy. In this respect, we observed that the model with higher entropy produces 
distributions that are closer to the optimal ones when compared with the distribution produced by the model with lower entropy. 
Indeed, the model performs better if it generates a distribution of values similar to the ones in the optimal solution.

To measure such a similarity, we compute the Kullback-Leibler divergence between the distribution produced by a model and the 
distribution of values in the optimal solution. We observe that the distribution of values obtained with higher entropy is closer to 
the optimal one in 157 instance over a total of 200 in the ridesharing domain. Moreover, the average divergence over these samples 
is lower for the model with higher entropy, and the p-value is 3 ⋅ 10−6. The analysis in the team formation domain further confirms 
these results. In this case, the model with higher entropy produces a distribution closer to the optimal one for all test instances.

Overall, by observing these results we conclude that entropy is beneficial since the model associated with a higher entropy can 
generate collectives with lower values that, when combined with higher-valued ones, lead to better solutions computed by the ILP.

5. Conclusions

In this work, we proposed a general approach for the formation of collectives in real-world domains based on the novel combi-

nation of an attention model and an ILP. We show that our approach is superior to previous general approaches for the formation of 
collectives, despite domain-specific approaches still showing superior performance.

Further reducing the gap with respect to domain-specific approaches is an important direction for future research. We believe 
that investigating alternatives to introducing diversity in the generation of collectives is a promising line of research since entropy 
plays an important role in the success of our attention model. Furthermore, it might be interesting to investigate whether making the 
attention model “aware” of the candidates previously proposed (rather than proposing each candidate independently, as we currently 
do in this paper) can provide some improvements.

Overall, we believe that this work is the first important step to foster the use of machine learning approaches for the formation 
of collectives in new application domains, such as the one discussed by Liscio et al. [65] in the context of pluralistic value inference. 
The good results achieved in the two structurally different domains that we used as benchmarks is an indication that our attention 
model can indeed learn the inherent structure of the domain, allowing our approach to compute solutions of satisfactory quality.
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Fig. 5. Probability density of the values of collectives generated by our attention model employing 𝜏 = 0.00 and 𝜏 = 0.05 for different ridesharing instances.

Fig. 6. Probability density of the values of collectives generated by our attention model employing 𝜏 = 0.00 and 𝜏 = 0.05 for different team formation instances.
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