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Abstract. Real-time search methods allow an agent to move in un-
known environments. We provide two enhancements to the real-time
search algorithm HLRTA*(k). First, we give a better way to perform
bounded propagation, generating the HLRTA*LS(k) algorithm. Second,
we consider the option of doing more than one action per planning step,
by analyzing the quality of the heuristic found during lookahead, pro-
ducing the HLRTA*(k, d) algorithm. We provide experimental evidence
of the benefits of both algorithms, with respect to other real-time algo-
rithms on existing benchmarks.

1 Introduction

The classical heuristic search approach assumes that a solution can be computed
off-line (i.e., by a systematic traversal of the search space), and once the whole
solution is available, it is executed on-line. This approach is valid for some tasks
(typically without uncertainty, with state spaces perfectly defined, in totally con-
trolled environments). But it is not valid for other tasks when either (i) there is
not enough information to compute a solution off-line (for instance, in unknown
environments), or (ii) even if a complete solution could be computed, the task
has some timing requirements and it cannot wait to compute the complete so-
lution (for instance, a state space too large to be systematically explored). In
some cases, both conditions hold (imagine a character in a video game, who has
to react almost instantly to changes in a mostly unknown environment).

Real-time heuristic search is an alternative approach. Real-time search inter-
leaves planning and action execution phases in an on-line manner, with an agent
that performs the intended task. In the planning phase, one or several actions
are planned, which are performed by the agent in the action execution phase.
The planning phase has to be done in a limited, short amount of time. To satisfy
this, real-time methods restrict search to a small part of the state space around
the current state, which is called the local space. The size of the local space is
small and independent of the size of the complete state space. Searching in the
local space is feasible in the limited planning time. As result, the best trajectory
inside the local space is found, and the corresponding action (or actions) are
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performed in the next action execution phase. The whole process iterates with
new planning and action execution phases until a goal state is found.

This approach gives up the optimality of the computed solution. Obviously,
if search is limited to a small portion of the state space, there is no guarantee
to produce an optimal global trajectory. However, some methods guarantee that
after repeated executions on the same problem instance (each execution is called
a trial), the trajectory converges to an optimal path. To prevent cycling, real-
time search methods update the heuristic values of the visited states.

The initial algorithms for real-time search were RTA* and LRTA* [9]. While
RTA* performs reasonably well in the first trial, it does not converge to optimal
paths. On the contrary, LRTA* converges to optimal paths with a worse perfor-
mance in the first trial. Both approaches are combined in the HLRTA* algorithm
[10]. Including the idea of bounded propagation, which propagates recursively a
change in the heuristic of the current state up to a maximum of k states, the new
HLRTA*(k) algorithm was proposed [6]. HLRTA*(k) keeps all good properties
of HLRTA*, improving largely its performance in practice.

In this paper, we present further improvements to HLRTA*(k). First, we
present an alternative method for bounded propagation. This new method im-
plements propagation more efficiently than the initially proposed method. For
instance, if a state should be updated, the initial method performs elementary
updates, allowing the state to enter several times in the propagation queue.
Now, all the updating is joined in a single operation. With this new method, we
produce the new HLRTA*LS(k), which keeps all good properties of its predeces-
sor and improves significantly its performance. Second, we consider the option
of doing more than one action per planning step. There is some debate about
the relative performance of planning one single action versus several actions per
planning step, with the same lookahead. Our contribution is to consider the qual-
ity of the heuristic found during lookahead. If we find some evidence that the
heuristic is not accurate, we plan one action only. Otherwise, we allow to plan
several actions in this step. In addition, if some inaccuracy is detected during
lookahead, it is repaired although it is not located at the current state.

The structure of the paper is as follows. First, we define precisely the prob-
lem, summarizing some of the most popular algorithms and explaining bounded
propagation for the initial HLRTA*. We present our first contribution, the new
HLRTA*LS(k) algorithm, which performs a single move per planning step. Then,
we present and discuss our second contribution, the HLRTA*(k, d) algorithm
that performs bounded propagation up to k states and is able to compute up
to d moves per planning step. Both algorithms are experimentally evaluated on
two benchmarks. Finally, we extract some conclusions from this work.

2 Background

Problem Definition. The state space is defined as (X, A, c, s, G), where (X, A)
is a finite graph, c : A 7→ [0,∞) is a cost function that associates each arc with
a positive finite cost, s ∈ X is the start state, and G ⊂ X is a set of goal states.



X is a finite set of states, and A ⊂ X ×X \ {(x, x)}, where x ∈ X, is a finite set
of arcs. Each arc (v, w) represents an action whose execution causes the agent
to move from state v to state w. The state space is undirected: for any action
(x, y) ∈ A there exists its inverse (y, x) ∈ A with the same cost c(x, y) = c(y, x).
The cost of the path between state n and m is k(n, m). The successors of a state
x are Succ(x) = {y|(x, y) ∈ A}. A heuristic function h : X 7→ [0,∞) associates
to each state x an approximation h(x) of the cost of a path from x to a goal
g where h(g) = 0 and g ∈ G. The exact cost h∗(x) is the minimum cost to go
from x to any goal. h is admissible iff ∀x ∈ X, h(x) ≤ h∗(x). h is consistent iff
0 ≤ h(x) ≤ c(x,w)+h(w) for all states w ∈ Succ(x). A path {x0, x1, .., xn} with
h(xi) = h∗(xi), 0 ≤ i ≤ n is optimal.

RTA*/LRTA*. The pioneer and reference algorithms for real-time search are
RTA* and LRTA* [9]. From the current state x, RTA* performs lookahead at
depth d, and updates h(x) to the max {h(x), 2nd min [k(x, v) + h(v)]}, where v
is a frontier state and k(x, v) is the cost of the path from x to v. Then, the agent
moves to y, successor of x, with minimum c(x, y) + h(y). State y becomes the
current state and the process iterates, until finding a goal. In finite state spaces
with positive edge costs, finite heuristic values and where a goal state is reachable
from every state, RTA* is correct, complete and terminates [9]. However, it
does not converge to optimal paths when solving repeatedly the same instance,
because of its updating strategy. Alternatively, the LRTA* algorithm behaves like
RTA*, except that h(x) is updated to the max {h(x), min [k(x, v)+h(v)]}. This
updating assures admissibility, provided the original heuristic was admissible, so
the updated heuristic can be reused for the next trial. LRTA* is a correct and
complete algorithm, that converges to optimal paths when solving repeatedly
the same instance, keeping the heuristic estimates of the previous trial.

HLRTA*. RTA* works fine in the first trial but it does not converge to optimal
paths. LRTA* converges but it performs worse than RTA* in the first trial. The
HLRTA* algorithm [10] combines them as follows. It keeps for each visited state
two heuristic values, h1 and h2, which correspond to the heuristic updating of
LRTA* and RTA* respectively. In addition, it keeps in d(x) the state where the
agent moved from x (that is, d(x) is the next current state from x). The inter-
esting result here is that when search has passed through x, and it backtracks
to x from d(x) (that is, when it goes back to x through the same arc it used
to leave) then h2 estimate is admissible and it can be used instead of h1 [10].
HLRTA* uses a heuristic H(x) = max{h1(x), h2(x)} when h2 is admissible, oth-
erwise H(x) = h1(x). Since HLRTA* searches using admissible heuristics which
are stored between trials, it converges to optimal paths in the same way that
LRTA* does. Experimentally, HLRTA* does better than LRTA* in the first trial
but it requires more trials than LRTA* to converge [2].

Bounded Propagation. Originally, real-time search algorithms updated the
heuristic estimate of the current state only. In [5], the idea of bounded propagation
was presented. Basically, it consists of propagating the change in the heuristic of
the current state to its successor states. If some of them change their heuristic,
these changes are propagated to its own successor states, and so on and so



forth. Since the whole process could be long for a real-time context, a limit
was proposed: after the first change, up to k states could be considered for
further changes. Since propagation is limited up to k states, it is meaningful to
consider which states are the most adequate to be updated. An option is to limit
propagation to states already expanded. Other alternatives are discussed in [4].

This simple idea can be easily included in existing algorithms like LRTA*
producing the LRTA*(k) version [5] (in fact, LRTA* is just a particular case
of LRTA*(k) with k = 1). In practice, it has been shown to be very beneficial
considering the effort to reach a solution in the first trial, and the number of
trials to convergence. It also increases the solution stability before convergence.
However, bounded propagation requires longer planning steps, since propagating
to k states is computationally more expensive than propagating to one (the
current) state. Nevertheless, benefits are important and the extra requirements
on planning time are moderate, so if the application can accommodate longer
planning steps, the use of bounded propagation is strongly recommended.

Considering HLRTA*, bounded propagation generates HLRTA*(k) [6] (again,
HLRTA* is the particular case HLRTA*(k = 1)) with similar benefits. Since
HLRTA* keeps two heuristic estimates per visited state, it is worth noting that
propagation is done on h1, the heuristic that correspond to the updating of
LRTA*. Performing propagation on h2 may cause to lose the heuristic admissi-
bility. This is due to the following fact. Let x, y and z be states. During propa-
gation, h2(x) may go into h1(y), which after some steps is used to update h1(z).
If propagation is long enough, h1(z) may go into h1(x), so the second minimum
contribution appears in the first minimum without satisfying the conditions of
admissibility for h2 [10] (realize that the agent does not move during propaga-
tion). Without admissibility, convergence to optimal paths is not guaranteed.

3 HLRTA*LS(k)

Bounded propagation was initially implemented using a propagation queue Q
[6]. This implementation presented some weak points:

1. A state y may enter Q but, after reconsideration it may happen that h(y)
does not change. This is a wasted effort.

2. A state may enter Q more than once, making several updatings before reach-
ing its final value. Would it not be possible to perform a single operation?

3. The order in which states enter Q, combined with the value of k parameter,
may affect the final result.

These points are partially solved using a new implementation of bounded prop-
agation, based on the notion of local space [7]. Formally, a local space is a pair
(I, F ), where I ⊂ X is a set of interior states and F ⊂ X is the set of frontier
states, satisfying that F surrounds I immediate and completely, so I ∩ F = ∅.
The procedure to find the local space around the current state is as follows:

1. Set I = ∅, Q = {x}, where x is the current state.



procedure HLRTA*-LS(k)(X, A, c, s, G, k)
for each x ∈ X do h1(x)← h0(x); h2(x)← 0; d(x)← null;
repeat
HLRTA-LS(k)-trial(X, A, c, s, G, k);
until h1 does not change;

procedure HLRTA-LS(k)-trial(X, A, c, s, G, k)
x← s;
while x /∈ G do

if Changes?(x) then
(I, F )← SelectLS(x, k);
Dijkstra-shortest-paths(I, F );

HLRTA-LookaheadUpdate2min(x);
y ← argminw∈Succ(x)[c(x, w)+H(w, x)];
execute(a ∈ A such that a = (x, y)); d(x)← y; x← y;

function SelectLS(x, k): pair of sets;
Q← 〈x〉; F ← ∅; I ← ∅; cont← 0;
while Q 6= ∅ ∧ cont < k do

v ← extract-first(Q);
y ← argminw∈Succ(v)∧w/∈I [c(v, w)+H(w, v)];
if h1(v) < c(v, y)+H(y, v) then

I ← I ∪ {v}; cont← cont + 1;
for each w ∈ Succ(v) do

if w /∈ I ∧ w /∈ Q then Q← add-last(Q, w);
else if I 6= ∅ then F ← F ∪ {v};

if Q 6= ∅ then F ← F ∪Q;
return (I, F );

procedure HLRTA-LookaheadUpdate2min(x)
z ← arg 2nd minv∈Succ(x)[c(x, v)+H(v, x)];
if h2(x) < c(x, z)+H(z, x) then h2(x)← c(x, z)+H(z, x);

function Changes?(x): boolean;
y ← argminv∈Succ(x)[c(x, v)+H(v, x)];
if h1(x) < c(x, y) + H(y, x) then return true; else return false;

function H(v, from): real;
if d(v) = from then return max{h1(v), h2(v)}; else return h1(v);

Fig. 1. The HLRTA*LS(k) algorithm.

2. Loop until Q is empty or |I| = k Extract a state w from Q. If w is a goal, exit
loop. Otherwise, check by looking at succ(w) that are not in I if h(w) is going
to change (if h(w) < minv∈succ(w)−Ih(v) + c(w, v), we call this expression
the updating condition). If so, include w in I, and succ(w)− I in Q.

3. The set F surrounds I immediate and completely.

This procedure is called when x, the current state, satisfies the updating condi-
tion. Then, a local space (I, F ) is computed around x. Observe that the number
of interior states is upper bounded by k. Once the local space is determined, it
is updated using a Dijkstra shortest paths procedure, updating the heuristic h1



of interior states from the heuristic H of frontier states. If the initial heuristic is
admissible, this updating process keeps admissibility [8].

When HLRTA* includes this form of bounded propagation, it is called HLRTA*LS(k).
Its code appears in Figure 1. When I admits previously visited states only, this
version is called HLRTA*LS−path(k). It not difficult to see that HLRTA*LS(k)
inherits the good properties of HLRTA*(k), that is, it is correct, complete and
terminates. Since admissibility is maintained, it also converges to optimal paths.

4 HLRTA*(k, d)

There is some debate about planning one action versus several actions per plan-
ning step, with the same lookahead. Typically, single-action planning produces
trajectories of better quality (minor cost). However, the overall CPU time in
single-action planning is usually longer than in the other approach, since the
whole effort of lookahead produces a single move. Nevertheless, planning several
actions is an attractive option that has been investigated [8], [1].

In unknown environments, the visibility range of an agent is the set of states
around the current state that can be sensed by the agent. When planning several
actions in unknown environments, moves are computed using the ”free space
assumption”: if a state is not in the visibility range of the agent and there is
no evidence that contains an obstacle, it is assumed to be feasible. When moves
are performed, if an obstacle is found in one of these assumed feasible states,
execution stops and a new planning phase starts.

Planning a single action per step is a conservative strategy. The agent has
searched the local space and it has found the best trajectory in it. But from a
global perspective, the agent is unsure whether this best trajectory effectively
brings the agent closer to a goal state, or it follows a wrong path that will
become apparent later. In this situation, the least commitment strategy is to
plan a single action: the best move from the current state.

Planning several actions per step is a more risky strategy. Following the best
trajectory in the local space is risky because (i) it might not be good at global
level, and (ii) if it is finally wrong, since it includes several actions, it will require
some effort to come back. Otherwise, if the trajectory is good, performing several
moves in one step will bring the agent closer to the goal than a single move.

These strategies are two extremes of a continuum of possible planning strate-
gies. We propose an intermediate option, that consist on taking into account the
quality of the heuristic found during lookahead. If there is some evidence that
the heuristic quality is not good at local level, we do not trust the heuristic
values and plan one action only. Otherwise, if the heuristic quality is good in
the local space, we trust it and plan for several actions. Specifically, we propose
not to trust the heuristic when one of the following conditions holds:

1. the final state for the agent (= first state in OPEN when lookahead is done
using A*) satisfies the updating condition,

2. there is a state in the local space that satisfies the updating condition.



procedure HLRTA*(k,d)(X, A, c, s, G, k, d)
for each x ∈ X do h1(x)← h0(x); h2(x)← 0; d(x)← null;
repeat
HLRTA(k,d)-trial(X, A, c, s, G, k, d);
until h1 does not change;

procedure HLRTA*(k,d)-trial(X, A, c, s, G, k, d)
x← s;
while x /∈ G do

path← A*(x, d, G); z ← last(path);
if Changes?(z) then

(I, F )← SelectLS(z, k);
Dijkstra-shortest-paths(I, F );
HLRTA-LookaheadUpdate2min(x);
y ← argminw∈Succ(x)[c(x, w)+H(w, x)];
execute(a ∈ A such that a = (x, y)); d(x)← y; x← y;

else
x← extract-first(path);
while path 6= ∅ do
HLRTA-LookaheadUpdate2min(x);
y ← extract-first(path);
execute(a ∈ A such that a = (x, y)); d(x)← y; x← y;

Fig. 2. The HLRTA*(k, d) algorithm. Missing procedures/functions appear in Fig. 1.

In both cases, we repair the inaccuracy of the heuristic, that is, we generate
a local space around that state, we update the heuristic and this change is
propagated by bounded propagation. This is an important point in our approach:
as soon as one heuristic inaccuracy is detected, it is repaired and propagated.

These ideas are implemented in the HLRTA*(k, d) algorithm. It is based on
HLRTA*, and it propagates heuristic updates up to k states [6]. In addition, it
is able to plan either 1 or up to d actions per planning step. It includes:

– Lookahead using A*. Following [8], the lookahead required to plan more than
one action per step is done using the well-known A* algorithm [3].

– Local space selection. When h(x) of a state x in the lookahead changes, the
local space around x is computed by the SelectLS procedure (Section 3).

– Propagation in local space. Once the local space is selected, propagation of
heuristic changes into the local space is done using the Dijkstra shortest
paths algorithm, as done by [8].

HLRTA*(k, d) is more that a novel combination of existing techniques. As
new element, the algorithm determines the number of actions to plan depending
on the quality of the heuristic found in the lookahead. If the heuristic value of
some state found during lookahead satisfies the updating condition, lookahead
stops, this change is propagated up to k states and one action is planned only.
If no heuristic value satisfies the updating condition in the lookahead states, a
sequence of d actions are planned. These actions are executed in the execution



phase, taking into account that if an obstacle is found, the execution stops and
a new planning phase starts.

The code of HLRTA*(k, d) appears in Figure 2. The central procedure is
HLRTA*(k,d)-trial, that is executed once per trial until finding a solution.
This procedure works at follows. First, it performs lookahead from the current
state x using the A* algorithm. A* performs lookahead until (i) it finds an state
which heuristic value satisfies the updating condition, (ii) if finds a state w such
that g(w) = d, or (iii) it finds a solution state. In any case, it returns the sequence
of states, path, that starting with the current state x connects with (i) the state
which heuristic value satisfies the updating condition, (ii) a state w such that
g(w) = d, or (iii) a solution state. Observe that path has at least one state x,
and the only state that might change its heuristic value is last(path). If this
state satisfies the updating condition, then this change is propagated: the local
space is determined and updated using the shortest paths algorithm. Then, one
action is planned, executed and the loop iterates. If last(path) does not change
its heuristic value, then up to d actions are planned and executed.

Since the heuristic always increases, HLRTA*(k, d) completeness is guaran-
teed. If the heuristic is initially admissible, updating the local space with shortest
paths algorithm keeps admissibility, so convergence to optimal paths is guaran-
teed. So HLRTA*(k, d) inherits the good properties of HLRTA*.

One might expect that HLRTA*(k, d) collapses into HLRTA*LS(k) when
d = 1. However, this is not the case. When d = 1, these two algorithms basically
differ in the following. If the heuristic of the current state satisfies the updating
condition, HLRTA*LS(k) updates it and propagates this change in a local space
constructed around the current state. In this case, HLRTA*(k, 1) behaves exactly
like HLRTA*LS(k). But if the heuristic of the current state does not change,
HLRTA*(k, 1) generates a local space using the A* algorithm, and if the heuristic
of some state of this local space satisfies the updating condition, it is updated
and this change is propagated in a local space around that state.

5 Experimental Results

We compare the performance of HLRTA*LS(k) and HLRTA*(k, d) with HLRTA*(k)
[6] and LRTA* (version of Koenig) [8]. Parameter k is the size of the local space,
where bounded propagation is performed; it is usually taken as the lookahead
parameter for LRTA*. We have used the values k = 5, 10, 20, 40, 80. Parameter d
is the upper limit on the number of planned actions per step for HLRTA*(k, d).
We have used the values d = 1, 2, 4, 6. Benchmarks are four-connected grids
where an agent can move one cell north, south, east or west, on which we use
Manhattan distance as the initial heuristic. We use the following benchmarks:

1. Grid35. Grids of size 301 × 301 with a 35% of obstacles placed randomly.
Here, Manhattan distance tends to provide a reasonably good advice.

2. Maze. Acyclic mazes of size 181×181 whose corridor structure was generated
with depth-first search. Here, Manhattan distance could be very misleading.
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Fig. 3. Experimental results on Grid35 and Maze benchmarks: solution cost (left) and
total planning time (right) for convergence of Grid35 (1st row) and Maze (2nd row).

In both benchmarks, the start and goal states are chosen randomly assuring
that there is a path from the start to the goal. All actions have cost 1. The agent
visibility radius is 1. We have obtained results for first trial and convergence to
optimal trajectories. For space reasons, only convergence results are shown in
Figure 3: solution cost (number of actions to reach the goal) and total planning
time (in milliseconds), plotted against k, averaged over 1500 different instances.

Results for convergence on Grid35 indicate that solution cost decreases mono-
tonically as k increases, and for HLRTA*(k, d) it also decreases monotonically
as d increases. HLRTA*(k, d) versions obtain the best results for low lookahead,
and all algorithms have a similar cost for high lookahead (except HLRTA*(k)
which has a higher cost). Considering total planning time, all algorithms decrease
monotonically with k except LRTA*, which first decreases and from k = 20 in-
creases again. HLRTA*(k, d) versions require more time than HLRTA*(k) and
HLRTA*LS(k), which are the fastest algorithms in the whole k range.

Results for convergence on Maze exhibit a slightly different behavior. Re-
garding solution cost, all algorithms decrease as k increases. HLRTA*LS(k) ob-
tains the best cost for the whole k range. Regarding total planning time, for
HLRTA*(k, d) versions it decreases monotonically as k increases, with little dif-
ference for d parameter. The interesting point here is that HLRTA*LS(k) is again
the fastest algorithm in the whole k range.



From these results, we conclude that the main parameter is k, the lookahead
size. For high lookahead (k = 40, 80), HLRTA*(k, d) with a low number of moves
(d = 1, 2) or HLRTA*LS(k) offer the best trade-off between solution cost and
planning time. For low lookahead (k = 5, 10), HLRTA*(k, d) versions offer the
best solution cost, while HLRTA*LS(k) has better time requirements.

The Maze benchmark deserves special analysis. For this problem, the best
algorithm is HLRTA*LS(k), unbeaten by the more sophisticated HLRTA*(k, d).
We believe that this is due to the special structure of the benchmark, with many
corridors that finalize in dead-ends. Apparently, a relatively simple strategy using
the second min updating is enough to obtain very good results. More research
is required to confirm this hypothesis.

6 Conclusions

We have presented two contributions to improve HLRTA*(k). First, a new
method to implement bounded propagation, producing the new HLRTA*LS(k)
algorithm. Second, a new approach to plan more than one action per step, an-
alyzing the quality of the heuristic found during lookahead. This approach gen-
erates the new HLRTA*(k, d) algorithm. Both algorithms are correct, complete,
terminate and converge to optimal trajectories after repeated executions on the
same problem instance. Experimentally, we have observed that they achieve a
good performance, improving over LRTA (version of Koenig) and HLRTA*(k).
Apparently, the ability to plan a few moves per step is beneficial, provided these
moves are of good quality. This is done by assessing the quality of the heuristic.
We believe that the results on the Maze are due to its special structure.
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