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Abstract—Peer-to-peer ridesharing enables people to arrange one-time rides with their own private cars, without the involvement of professional drivers. It is a prominent collective intelligence application producing significant benefits both for individuals (reduced costs) and for the entire community (reduced pollution and traffic). Despite these very promising potential advantages, the percentage of users who currently adopt ridesharing solutions is very low, well below the adoption rate required to achieve said benefits. One of the reasons of this insufficient engagement by the public is the lack of effective incentive policies by regulatory authorities, who are not able to estimate the costs and the benefits of a given ridesharing adoption policy. Here we address these issues by (i) developing a novel algorithm that makes large-scale, real-time peer-to-peer ridesharing technologically feasible; and (ii) exhaustively quantifying the impact of different ridesharing scenarios in terms of environmental benefits (i.e., reduction of CO2 emissions, noise pollution, and traffic congestion) and quality of service for the users. Our analysis on a real-world dataset shows that major societal benefits are expected from deploying peer-to-peer ridesharing depending on the trade-off between environmental benefits and quality of service. Results on a real-world dataset show that our approach can produce reductions up to a 70.78% in CO2 emissions and up to 80.08% in traffic congestion.

Index Terms—ridesharing, collective intelligence, environmental benefits, policy making, smart cities, online stochastic combinatorial optimisation, integer linear programming

I. INTRODUCTION

With the growing popularity of the shared economy, ridesharing (carpooling) services are called to transform urban mobility [1]. First, as argued by Alonso et al. [1] and Fontaras et al. [2], shared mobility is expected to have major environmental and economic impacts by reducing pollution (e.g., CO2 emissions and noise pollution), traffic congestion, and energy consumption. Second, as noted by Ostrovsky et al. [3], ridesharing is said to become even much more attractive in a future world of self-driving cars, and spur a transition from solo driving to mass transit. Thus, the advent of autonomous vehicles in transportation is further encouraging the study of ridesharing solutions, such as shared autonomous vehicles (SAVs) [3], [4], [5]. Along these lines, the growing efforts in research and technology with respect to mobility on demand (MoD) systems, together with novel incentive policies for shared mobility [6] and efficient market designs [3], will play a crucial role for the exploitation of the full potential of ridesharing, and for the revolution of the current practice in personal transportation.

Despite its major potential benefits, ridesharing is nowadays still far from being widely used (according to the US Census Bureau, only around 9.3% of commuters in the US carpooled to work, compared to 76.4% who drove alone [7], [8]). As argued by Chan et al. [8], because of the growing concerns about climate change, congestion, and oil dependency, further research is needed to understand the benefits of ridesharing, while also considering time and privacy requirements of users [9], [10], [11]. Such understanding is fundamental for policy making in the context of shared mobility. Furthermore, Chan et al. [8] notice that an important aspect is to find out the adoption rate that allows to achieve such target societal benefits. Finally, it is crucial for such analysis tools to be able to deal with complex, large-scale, dynamic scenarios.

Not surprisingly, the concept of ridesharing has recently been receiving significant attention, both in the transportation industry (thanks to companies such as UberPool, Lyft, and Maramoja) and in academia [1], [9], [12], [13], [14], [15]. Despite the abundant literature on fleet management for MoD systems, the problem of servicing multiple rides with a single trip in large-scale dynamic scenarios has only very recently been considered. The approaches by Alonso et al. [1] and Pelzer et al. [12] introduce a carpooling matching algorithm, whose objective is to carpool passengers with the aim of maximising quality of service (QoS), i.e., minimising the delay experienced by the users. Riley et al. [15] recently improved upon the work of Alonso et al. [1] by proposing a column-generation algorithm to minimise wait times while guaranteeing short travel times and service for each customer. Bicocchi et al. [14] pursue the same objective, but they propose a recommendation-based approach that exploits historical data to compute potential matchings and minimise the inconvenience for the users. On the other hand, Rigby et al. [13] propose to shift from the usual discrete representation to a continuous space-time representation of vehicle accessibility to provide a client with a more realistic choice set. Despite being a significant contribution for business-to-consumer ridesharing, these works do not take into account the societal and environmental benefits of ridesharing, and, hence, they do not help policy makers in making the aforementioned assessments in the context of incentives design. Finally, Santi et al. [9] evaluate the impact of ridesharing in terms of trade-off between the benefit and the passenger discomfort. However, such an approach is computationally limited to two riders (three with heuristics) and lacks the scalability needed for large-scale ridesharing [1].
Against this background, here we devise and study a different type of ridesharing approach, with the objective of overcoming the mentioned drawbacks of the state of the art. Our algorithm allows to carpool passengers considering not only QoS, which is the common objective in the state of the art, but also environmental benefits. To the best of our knowledge, our ridesharing algorithm is the first one that allows to customise the trade-off of those two objectives when forming shared rides. Instead of a matching ridesharing service, we introduce an algorithm for online, city-scale, peer-to-peer ridesharing, which enables people to arrange one-time rides at short notice with their own private cars, without the involvement of professional drivers, hence providing an alternative to traditional taxi services. Along these lines, our work follows the definition of ridesharing established by Delhomme and Gheorghiu [16], i.e., “an arrangement where two or more people [...] share the use of a privately owned car for a trip.” Thus, our algorithm allows the grouping of carpooling partners into cars instead of matching passengers to cars. We show that our peer-to-peer ridesharing problem can be cast as a particular type of online stochastic combinatorial optimisation problem, thus being formally different from the matching problem described by the above mentioned works [1], [12], [13], [14], [15]. Our empirical results on the New York City taxi dataset [17] show that despite being challenged with exploring a large decision space, our algorithm is capable of computing solutions in a very limited amount of time (per minute) that are very close to optimality. In conclusion, our algorithm makes large-scale, real-time peer-to-peer ridesharing technologically feasible. Furthermore, we also conducted an extensive evaluation of the computational aspects of our solution approach. Results show that our online approach computes solutions with an average competitive ratio of 88.3% (i.e., wrt the optimal offline solution assuming complete knowledge of the future) for problem sizes that allow to compute such an optimal solution in a feasible amount of time. On large-scale instances (i.e., when the optimal cannot be computed), our online approach provides solutions whose quality is comparable with those of our approximate offline approach.

The rest of the paper is organised as follows: Section II formally defines the peer-to-peer ridesharing problem, while Section III discusses our solution approach. Section IV presents our experimental evaluation on real-world data. Finally, Section V concludes the paper and outlines future work.

II. THE PEER-TO-PEER RIDESHARING PROBLEM

We define the peer-to-peer ridesharing (P2P-RS) problem as an online stochastic scheduling problem [18] over a discrete time horizon \( H = [1, n] \). Our problem takes place in an area divided in \( n \) zones, i.e., \( Z = \{1, \ldots, n\} \). At each step \( i \in H \), the system receives a (possibly empty) set of requests \( R_i \). Each request \( r \in R_i \) is a tuple \( (i, j, d, \delta) \) characterised by a starting zone \( i \in Z \) and a destination zone \( j \in Z \), a Boolean value \( d \in \mathbb{B} \) indicating whether the corresponding commuter has a car or not (i.e., whether it is a driver or not), and the maximum time \( \delta \in H \) the commuter is willing to wait to be assigned to a car. Formally, \( r \in R = Z \times Z \times \mathbb{B} \times H \). Hence, the sequence \( (R_1, \ldots, R_t, \ldots, R_h) \) represents the input of the problem.

We consider the following hard constraints in order to characterise if a set of requests \( S \subseteq R \) is a feasible car. First, we assume our cars have \( k \) seats including the driver, \( 2 \) and is said to be feasible when (i) it does not contain more than \( k \) requests, (ii) the requests are time-compatible (that is, there is a time \( t \) where every request in the car is active) and (iii) there is at least one driver per car. Formally,

\[
F(S) = |S| \leq k \land \min_{r_a \in S} (t_a + \delta_a) \geq \max_{r_\beta \in S} t_\beta \land \bigvee_{r_\gamma \in S} d_\gamma,
\]

where \( t_a \) (resp. \( t_\beta \)) is the time step when \( r_a \) (resp. \( r_\beta \)) was accepted. Given \( R \subseteq \mathbb{R} \), the set of all feasible cars that can be generated from \( R \) is \( F(R) = \{ S \in 2^R \mid F(S) \} \).

Within our model, we measure the performance of a given car \( S \) both in terms of environmental benefit and quality of service. In this paper, we consider three environmental costs, i.e., \( CO_2 \) emissions, noise pollution, and traffic congestion. Following Fontaras et al. [2] and van Blokland and Peeters [19], we consider \( CO_2 \) emissions and noise pollution associated to a given car to be proportional to its travelled distance. The relative benefit of forming a car \( S \) is given by

\[
E_{CO2}(S) = E_{noise}(S) = |S| \cdot \frac{\sum_{r \in S} d(\{r\}) - d(S)}{\sum_{r \in S} d(\{r\})}, \tag{1}
\]

where \( d : 2^R \to [0, \infty) \) denotes the distance travelled by a given car while driving through its optimal route, as detailed in section II-A. On the other hand, we consider the traffic congestion associated to a given car as a positive constant. Thus, by forming a car with \( |S| \) passengers we spare \( |S| - 1 \) cars compared to the case with no ridesharing (where \( |S| \) cars are formed). Consequently we define

\[
E_{traffic}(S) = |S| - 1. \tag{2}
\]

Furthermore, we define \( Q : 2^R \to \mathbb{R}_{\leq 0} \), namely the quality of service associated to a given car \( S \), as

\[
Q(S) = \sum_{r \in S} \frac{t_r - t_r^*}{t_r}, \tag{3}
\]

where \( t_r \) and \( t_r^* \) are the travel times associated to request \( r \) with and without ridesharing, respectively. Since \( t_r^* \) is the optimal travel time associated to \( r = (i, j, d, \delta) \) (i.e., obtained by driving through the shortest path from zone \( i \) to zone \( j \)), then \( 0 \leq \frac{t_r^* - t_r}{t_r} \leq 1 \), hence \( -|S| \leq Q(S) \leq 0 \).

Notice that the absolute values of all the above benefits are in the range \([0, |S|]\), since they are all measured relative to the case where no ridesharing is employed.

1Extending our model to consider a heterogeneous fleet of cars is straightforward and it is subject of future work.

2In other words, requests in \( S \) are time-compatible if the first request in \( S \) to expire is still active when the latest request in \( S \) enters the system.
Finally, we define \( V : 2^\mathcal{R} \to \mathbb{R} \) as the total value (i.e., considering environmental benefits and the quality of service) associated to a given car \( S \) as
\[
V(S) = \rho_{\text{CO}_2} \cdot E_{\text{CO}_2}(S) + \rho_{\text{noise}} \cdot E_{\text{noise}}(S) +
\rho_{\text{traffic}} \cdot E_{\text{traffic}}(S) + \rho_{\text{QoS}} \cdot Q(S),
\]
where \( \rho_{\text{CO}_2}, \rho_{\text{noise}}, \) and \( \rho_{\text{traffic}} \) measure the importance of the corresponding environmental benefit and \( \rho_{\text{QoS}} \) of the QoS.

\[ \sum_{i,j} \]

\section{Solution Approach}

Let us assume, for a moment, that the sequence of requests \( (R_1, \ldots, R_h) \) is fully known a priori for the whole planning horizon. Moreover, let \( \mathcal{R}^{2^i} := \bigcup_{i=1}^{h} R_i \). Then, the P2P-RS problem can be expressed in terms of an integer linear program (ILP) in the following way. For each \( S \in F(\mathcal{R}^{2^i}) \) we make use of a binary variable \( x_S \). The P2P-RS is then modelled as a weighted set packing problem [21] as follows:
\[
\max \sum_{S \in F(\mathcal{R}^{2^i})} x_S \cdot V(S)
\]
such that \( x_S + x_{S'} \leq 1 \ \forall \mathcal{F}(\mathcal{R}^{2^i}) : S \cap S' \neq \emptyset \).

Assuming that we know \( R_t \) \( (t = 1, \ldots, h) \) beforehand is, of course, not realistic. Moreover, given the magnitude of the problem that we consider—that is, approx. 400 requests per minute—it would not even be possible to generate the corresponding ILP, let alone solving it.

Nevertheless, it is possible to compute an approximate solution for the P2P-RS by means of the following approximate offline approach. In the field of combinatorial optimisation, a well-known technique for approximately solving large-scale binary ILPs consists in (1) removing those variables from the model that, a priori, do not seem to help for the generation of good solutions, and (2) passing the reduced ILP to a solver in order to get the best solution possible in the available computation time. Such techniques were used, for example, in [22], [23], [24], [25]. In the specific case of our approximate offline approach, we iteratively apply a probabilistic greedy heuristic to generate feasible cars. All the cars found in these solutions are added to an initially empty set \( \mathcal{F} \). Once this process finishes, the ILP stated above is solved on the basis of \( \mathcal{F} \) instead of \( F(\mathcal{R}^{2^i}) \). Given a total time budget of \( TB \) CPU seconds, our approach allows \( TB \cdot (1 - \gamma) \) seconds for the probabilistic generation of feasible cars, and the rest of the time—that is, \( TB \cdot \gamma \) seconds—for solving the resulting ILP model. Hereby, \( 0 < \gamma < 1 \) is a parameter of the approach.

The natural greedy approach for the P2P-RS problem starts from an initially empty set of cars, i.e., an empty solution. Then, at each step, the following three actions are carried out:

1) Select the car \( S^* \in F(\mathcal{R}^{2^i}) \) with the highest \( V(\cdot) \)-value.
2) Car \( S^* \) is added to the current solution.
3) Car \( S^* \) and all those cars that have at least one request in common with \( S^* \) are removed from \( F(\mathcal{R}^{2^i}) \).

The disadvantage of this greedy approach is that \( F(\mathcal{R}^{2^i}) \) must be enumerated, which is—as already mentioned above—not feasible due to the massive number of possible cars. Therefore, the identification of the car with the highest \( V(\cdot) \)-value (see list point 1 above) is replaced with the following mechanism for generating a car from the remaining set of requests \( \mathcal{R}^* \), i.e., requests that are not already covered by cars in the solution under construction. Note that, when the current solution is empty, it holds that \( R^* = \mathcal{R}^* \). For the generation of a car, first all couples of requests from \( \mathcal{R}^* \) are evaluated. Then, with probability \( d_{\text{rate}} < 1 \), the best couple according to the \( V(\cdot) \)-value is selected. Otherwise, one of the best \( l_{\text{size}} \) couples is chosen uniformly at random. While the \( V(\cdot) \)-value of the currently generated car can be
Algorithm 1 PG$^2(R, d_{rate}, l_{size})$

Input: A set of requests $R$
Output: A set of cars $S$

1: $S ← \emptyset$
2: repeat
3: $C ← \{(r_i, r_j) \mid r_i, r_j \in R, r_i \neq r_j\}$ \{Couples in $R$\}
4: $S^* ← \text{ProbabilisticBest}(C, d_{rate}, l_{size})$
5: if $V(S^*) > 0$ then
6: for all $i \in [3,k]$ do \{For all sizes up to $k$\}
7: $C ← (S^* \cup \{r\} \mid r \in R)$ \{Enlarge best car\}
8: $S ← \text{ProbabilisticBest}(C, d_{rate}, l_{size})$
9: if $V(S) > V(S^*)$ then
10: $S^* ← S$
11: else
12: break
13: $S ← S \cup \{S^*\}$
14: $R ← R \setminus S^*$
15: until $V(S^*) ≤ 0$
16: return $S$

Algorithm 2 ProbabilisticBest($C, d_{rate}, l_{size}$)

Input: A set of cars $C$
Input: Determinism rate $d_{rate}$
Input: Candidate list size $l_{size}$

Output: Best car in $C$ with probability $d_{rate}$, random car among the $l_{size}$ best ones with probability $1 - d_{rate}$

1: $c \sim \text{Bern}(d_{rate})$ \{Deterministic or probabilistic?\}
2: if $c = 1$ then
3: $S^* ← \text{arg max}_{S \subseteq C} V(S)$ \{Select best car\}
4: else
5: $\mathcal{X} ← \text{list of } l_{size} \text{ cars in } C$ with the highest value
6: $S^* ← \text{random car in } \mathcal{X}$
7: return $S^*$

increased by adding some request, such requests are added one-by-one, in the same random-proportional way. Once this process stops, the generated car is added to the solution under construction, and the corresponding requests are removed from $\mathcal{R}$. This simplified greedy heuristic is henceforth called PG$^2$ (Algorithm 1). Remember that after the generation of a solution with PG$^2$, the corresponding cars are added to $\mathcal{F}$. Finally, notice that each application of PG$^2$ can be safely run in parallel with other applications of PG$^2$. Hence, it is possible to run $\mu$ applications in parallel, with $\mu$ being the maximum number of threads supported by the architecture executing our approach. Figure 1 shows an overview of our offline approach.

### A. Online Approach

As it is unrealistic to assume that the requests $R_t$ ($t = 1, \ldots, h$) are known beforehand, we tackle the P2P-RS problem by solving a sequence of offline problems by means of our approximate offline approach. Note that this is similar to the procedure proposed in [18]. However, the approximate offline approach is applied with two differences. The first one concerns the input. Instead of providing $R^\gamma$ as input—that is, the whole set of requests concerning the complete planning horizon—at each time step $t = 1, \ldots, h$; only the currently active set of requests (i.e., Pool$_t$, see Equation 5) is provided as input. Let $\mathcal{S}_t$ be the set of cars returned by the approximate offline approach when given Pool$_t$ as input. The

[4]In our experiments, $\mathcal{F}$ contains contains less than 0.01% of the variables of $\mathcal{F}$ (i.e., the set of variables corresponding to the optimal ILP formulation).

second change consists in filtering out immediately profitable cars whose formation could hinder the formation of even better cars in the near future by applying the following look-ahead reasoning to $\mathcal{S}_t$: all those cars that do not contain at least one request which would expire in the following time step are removed from $\mathcal{S}_t$. Note that no possible harm is done by such a decision, because the same car might actually be generated again in time step $t + 1$. As a result, we open the possibility to use the requests from discarded cars to form in the near future cars with a larger value, as also noted by Santi et al. [9]. A graphical overview of our online approach is in Figure 2.

### IV. Experimental Analysis

We evaluate the performance of our approach in terms of environmental benefits and QoS using real data from the publicly available dataset of taxi trips in Manhattan, New York City [17]. This dataset contains for each day the time and location of all of the pick-ups and drop-offs associated to each trip request, in our analysis we select an arbitrarily chosen representative weekend day, i.e., 3 December 2016. From these data, we extract all of the requests (origin and destination within Manhattan) and consider the time of request equal to the time of pick-up. Notice that the dataset—for privacy reasons—only reports the zone in which the pick-up and drop-off locations are situated. The shortest paths and travel times between all zones are precomputed with Google Maps and stored in a look-up table. All experiments have been run on a cluster whose computing nodes have two 4-cores 2.26GHz CPUs and 32GB of RAM, using CPLEX 12.5 as ILP solver.

Fig. 2: [Best viewed in colour] Graphical overview of our approach to solve the peer-to-peer ridesharing problem. **Request collection (1):** The system receives 5 new request at the current time step, which are added to the current pool of 2 waiting requests. **Candidate car generation (2):** On the basis of such a pool of requests, our probabilistic greedy algorithm generates a set of good candidate cars, aiming at maximising the considered value in terms of environmental benefits and quality of service. **Ridesharing optimisation (3):** Our ILP-based algorithm computes the optimal set of non-overlapping cars on the basis of the previously computed candidates. Notice that both phase 2 and 3 must be completed within the given time budget (20 seconds + 40 seconds = 1 minute, in this example), as we are considering an online problem with very strict time constraints. **Look-ahead reasoning (4):** Finally, our look-ahead reasoning determines which cars will be formed at the current time step by selecting only the ones with end-of-life requests (orange and purple in this example). The remaining requests are re-introduced in the pool for the next time step.
Fig. 3: [Best viewed in colour] Average occupancy (3a), average in-car delay (3b), average total delay (3c), distance reduction (3d), CO2 reduction (3e), and number of trips reduction (3f) in the selected weekend day (03/12/2016), for different values for $\kappa$ (on the x axis) and different adoption rates (on the y axis). Within each cell, the central bold value (which determines the colour of the cell) refers to the case with a maximum waiting time $\delta$ of 5 minutes for each request. The value above (resp. below) refers to the case with $\delta = 7$ minutes (resp. 2 minutes), showing the percentage difference wrt the central value.

---

to $\alpha_{\text{rate}}$ adopts our ridesharing solution, while the remaining requests do not adopt ridesharing (i.e., each user commutes from its pick-ups to its drop-off zone by driving through the shortest path). In order to simplify the analysis, we introduce a single parameter $\kappa \in [0, 1]$ representing the trade-off between environmental benefits and quality of service. In particular, we set $\rho_{\text{CO2}} = \rho_{\text{noise}} = \rho_{\text{traffic}} = \kappa$ and $\rho_{\text{QoS}} = 1 - \kappa$. The higher $\kappa$ the more relevant the environmental benefits to the optimisation. We consider different environmental benefit importances $\kappa \in \{0.25, 0.5, 0.75, 1\}$ and maximum traveller waiting times $\delta \in \{2, 5, 7\}$ (in minutes).

Figure 3 details how the adoption rate, $\kappa$, and $\delta$ impact on the above mentioned metrics. As expected, our results show a clear trade-off between environmental benefits and QoS, i.e., the higher the adoption rate and the environmental benefit importance $\kappa$, the lower the QoS (i.e., the larger the average in-car delay). In other words, a lower adoption rate results in a QoS closer to the optimal one (i.e., no in-car delay) as a greater portion of the population commutes from its pick-up zone to its drop-off zone by driving through the shortest path without ridesharing. For instance, with 100% adoption and grouping commuters to mainly foster environmental benefits ($\kappa = 1$), our approach achieves a reduction of 70.78% on the total travelled distance (corresponding to a reduction of CO2 emissions of 107.18 Tons per day), a reduction of 80.08% on the number of trips, and full occupancy (i.e., an average of 4.97 passengers per car). However, these extraordinary results require that, on average, users are willing to tolerate an in-car delay of 220.95 seconds, and a total delay of 583.61 seconds (less than 10 minutes). On the other hand, when
we mainly focus on QoS (i.e., with 20% adoption rate and $\kappa = 0.25$), the average in-car delay is negligible (less than 10 seconds on average) and the average total delay is less than 2 minutes, but we can still achieve some environmental benefits (a reduction of 7.85% of CO$_2$ emissions, and a 15.08% reduction concerning the number of trips), showing that our approach can still provide benefits even without impacting on the QoS. The significance of our study can be best understood when considering intermediate cases, hence addressing the trade-off between environmental benefits and QoS mentioned above. In fact, our results provide policy makers with an important tool to design action plans, where target values are set as goals and some plan is defined to achieve them within some time frame. For instance, if a public administration can incentivise users so to have an adoption rate of 40% our results show that it is possible to achieve a reduction of almost 40 Tons of CO$_2$ per day, corresponding to a 25.96% reduction on the travelled distance, and a 31.82% reduction of the number of trips. On the other hand, if the administration has the ambitious objective of reducing CO$_2$ emissions (and, hence, the total travelled distance) by 50-60%, it is necessary to design an adequate incentive mechanism for commuters so as to achieve an adoption rate of 80-100%.

To better observe the impact of the adoption rate on the behaviour of our approach, in Figure 4 we report the average in-car delay and the distance reduction for different adoption rates when environmental benefits and QoS are equally important, i.e., $\kappa = 0.5$. Results show that both the considered measures increase when increasing the adoption rate, further highlighting the trade-off between environmental benefits and QoS wrt the adoption rate (i.e., we aim at maximising the environmental benefits while minimising the delay). Results also show that the distance reduction increases linearly (red line in Figure 4), while the in-car delay increases less-than-linearly (blue line in Figure 4). This behaviour is desirable: the marginal impact of increasing the adoption rate on the QoS is progressively less significant for higher percentages, while the gain in terms of environmental benefits grows constantly.

Furthermore, we analyse the influence of different waiting times $\delta \in \{2, 5, 7\}$ on the considered performance measures. Specifically, each cell in Figure 3 reports the considered value for $\delta = 5$ in the middle in bold, as it represents our main case of study. The value above (resp. below) refers to the case with $\delta = 7$ minutes (resp. 2 minutes), showing the percentage difference wrt the central value. Results show that, in general, a larger $\delta$ results in higher environmental benefits and lower average in-car delays. This behaviour is expected, since with a larger $\delta$ requests can stay in the pool for a slightly longer period, allowing us to have a wider range of optimisation options and, hence, produce solutions of higher quality. Notice that, once again, we observe a trade-off, as better solutions can be provided if users are willing to tolerate a longer initial waiting time. The same behaviour can also be seen in Figure 4, where we represent the three different data series (i.e., $\delta \in \{2, 5, 7\}$) as a ribbon plot (see caption of the figure).

The same experimental evaluation discussed here has been conducted on a working day (i.e., 1 December 2016) obtaining similar results, as discussed in Appendix A.

Fig. 4: Average in-car delay and distance reduction achieved in the selected weekend day (3 December 2016) for $\kappa = 0.5$. The line refers to the case with $\delta = 5$ minutes, while, in the distance reduction plot, the shaded area above (resp. below) the line refers to the case with $\delta = 7$ minutes (resp. 2 minutes). In the average in-car delay plot these cases are inverted (i.e., 2 minutes above and 7 minutes below), because a higher (resp. lower) $\delta$ results in a lower (resp. higher) delay.

B. Computational Analysis

We now present some additional experimental results focusing on the computational aspects of our approach. Specifically, our main goals are: (i) to evaluate the performance and the quality of the solutions of our offline approach wrt the optimal approach; and (ii) to evaluate the performance and the quality of the solutions of our online approach wrt the offline approach with complete future information.

1) Experimental methodology: We assume a maximum car capacity of $k = 5$, i.e., the number of seats of an average car. Moreover, we assume that each commuter is a driver, in order to account for the most computationally intensive scenario. For the online approach, we consider a time step of 1 minute (which also represents the time budget $TB$ for the offline approximate approach for each time step), and a time horizon $h$ of 10 minutes, unless otherwise stated. Each request is associated to a maximum waiting time of 5 minutes, unless otherwise stated. Since here we are interested in evaluating the behaviour of our algorithmic approach on different problem sizes (i.e., with different request rates $\omega$), we generate realistic synthetic instances based on the real-world dataset detailed above. Specifically, we generate such instances by sampling $\omega$ requests at time step $t$ from the joint probability mass function $J_t$ discussed in Section II. For the small-case scenario, we consider a request rate of 10 and 50 requests per minute. For the large-scale scenario, we consider 100 and 500 requests per minute. We set the parameters of our approximate offline algorithm as follows:

1. If all commuters are not drivers, some cars are not feasible (it is not possible to form a car without a driver), and, hence, the total number of possible cars is smaller.
2. Our dataset refers to taxi trips, hence it does not contain information about maximum waiting times for the users. We consider 5 minutes as a reasonable maximum waiting time for a ridesharing service.
3. The actual average request rate in the considered time period is $\sim$400 requests per minute (with peaks of $\sim$500).
1) Offline quality wrt optimality: In our first set of experiments, we evaluate the quality of the solutions produced by our offline approach in very tightly time-constrained scenarios wrt the optimal solutions computed using the ILP formalisation considering all candidate cars (Equation 6). Since we are interested in measuring the quality wrt optimality, we consider small-case instances with a rate of 10 requests per minute, since computing the optimal solution is not feasible for larger problems. Then, for each problem instance we measure the runtime required by the optimal approach (namely, $TB^*$), we run our approximate offline approach with a total time budget (including both generation and solution) $TB \in \{5 \cdot 10^{-5}, TB^* \cdot 10^{-4}, TB^* \cdot 10^{-3}, TB^* \cdot 10^{-2}, TB^* \}$, and we measure the resulting solution quality.

Figure 5 shows that our approximate offline approach produces solutions with 95.4% quality in 3 orders of magnitude less time than the optimal approach, 97.2% quality in 2 orders of magnitude less time than the optimal approach, and 98.1% quality in 1 order of magnitude less time than the optimal approach, confirming that our approach produces solutions of very good quality while operating on a very tight time budget.

2) Offline quality wrt optimality: In our first set of experiments, we evaluate the quality of the solutions produced by our offline approach in very tightly time-constrained scenarios wrt the optimal solutions computed using the ILP formalisation considering all candidate cars (Equation 6). Since we are interested in measuring the quality wrt optimality, we consider small-case instances with a rate of 10 requests per minute, since computing the optimal solution is not feasible for larger problems. Then, for each problem instance we measure the runtime required by the optimal approach (namely, $TB^*$), we run our approximate offline approach with a total time budget (including both generation and solution) $TB \in \{5 \cdot 10^{-5}, TB^* \cdot 10^{-4}, TB^* \cdot 10^{-3}, TB^* \cdot 10^{-2}, TB^* \}$, and we measure the resulting solution quality.

Figure 5 shows that our approximate offline approach produces solutions with 95.4% quality in 3 orders of magnitude less time than the optimal approach, 97.2% quality in 2 orders of magnitude less time than the optimal approach, and 98.1% quality in 1 order of magnitude less time than the optimal approach, confirming that our approach produces solutions of very good quality while operating on a very tight time budget.

3) Online quality wrt offline: We now benchmark our online approach, both in small and large-scale P2P-RS scenarios. To this end, we measure the quality of solutions produced by our online approach wrt offline solutions computed with complete knowledge about the future (i.e., when the input stream of requests if fully known a priori). By doing so, we aim at evaluating our capability of making online decisions that accurately take into account the future. Specifically, for small-scale scenarios (with a rate of 10 requests per minute) we consider the optimal solution as a reference, which can be computed in a feasible amount of time. On the other hand, in large-scale scenarios (with a rate of 100 and 500 requests per minute) we compare against the solution produced by our offline approach (since the optimal solution cannot be computed) when given a time budget of 2 hours. Here we also consider the additional medium-scale scenario of 50 requests per minute. Since we consider a time budget significantly larger that the general case (2 hours vs 1 minute), the parameters of the offline approach have been re-tuned with irace specifically for this experiment, obtaining:

- $\gamma = 0.49$
- $d_{rate} = 0.79$
- $l_{size} = 9$

Here the $\gamma$ parameter (i.e., the portion of time budget devoted to the solution of the generated ILP) is significantly larger than the previous one (i.e., $\gamma = 0.26$). This indicates that, when we increase the total time budget, it is not profitable to devote a large portion of it to the generation of the ILP model, which would be unnecessarily large (i.e., with many variables corresponding to poor candidate cars) for CPLEX to solve.

Figure 6 shows that our approach achieves a quality of at least 88.3% (with 10 requests per minute). Since this quality is

$$\begin{array}{|c|c|c|}
\hline
\text{Offline vs Optimal} & \text{Online vs Offline} \\
\hline
\text{Offline} & \text{Optimal} & \text{Online} & \text{Offline} \\
\hline
\text{Time horizon} (h) & 10 \text{ time steps} & 10 \text{ time steps} & 10 \text{ time steps} & 10 \text{ time steps} \\
\text{Request rate} (\omega) & 10 & 10 & 10 & 10 \\
\text{Time budget} (TB) & TB^* \cdot \{5 \cdot 10^{-5}, \ldots, 0.1\} & +\infty & \{10, 50, 100, 500\} & \{10, 50, 100, 500\} \\
\text{Gener. budget} (1 - \gamma) & 0.74 & - & 0.74 & 0.51 \\
\text{Solution budget} (\gamma) & 0.26 & - & 0.26 & 0.49 \\
\text{Determ. rate} (d_{rate}) & 0.62 & - & 0.62 & 0.79 \\
\text{Cand. list size} (l_{size}) & 6 & - & 6 & 9 \\
\hline
\end{array}$$

**TABLE I:** Parameter values used in our experimental methodology. $TB^*$ denotes the runtime required by the optimal approach.
compared to the one achieved by the optimal offline approach with complete future information, this is the competitive ratio \[27\] of our approach.

Interestingly, the quality progressively increases as the problem size increases, ranging from 94.0\% (50 requests per minute) to 94.8\% (500 requests per minute). Although a bit surprising (as we are solving a larger, and, hence, more difficult problem), these results can be explained as follows. When the rate of requests (and hence, the number of requests in the pool at each time step) grows, the relative impact of each suboptimal decision taken during the online algorithm decreases, as the overall number of formed cars is larger.

Overall, these results show that our approach can successfully deal with large-scale P2P-RS problems, while producing solutions of very good quality.

V. DISCUSSION & CONCLUSIONS

In this paper we propose a novel approach that makes real-time peer-to-peer ridesharing technologically feasible. Indeed, our approach is capable of handling hundreds of trip requests being continuously issued by a large population of travellers (like NYC) to group them into shared rides in very short time (less than one minute).

Furthermore, for the first time we empirically measure the societal benefits of ridesharing when considering different ridesharing adoption rates. Although there have been studies trying to estimate the potential societal benefits of business-to-consumer ridesharing [28], and even of peer-to-peer carsharing [29], [30], the study in this paper is the first to focus on peer-to-peer ridesharing. Our analysis on a real-world dataset shows that major societal benefits are expected from deploying peer-to-peer ridesharing depending on the trade-off between environmental benefits and QoS. Thus, when environmental benefits are prioritised, our approach can yield a 70.78\% reduction in CO\(_2\) emissions (corresponding to up to 107.18 Tons per day) and a 80.08\% reduction in traffic congestion, while achieving full occupancy on shared rides. On the other hand, when QoS is fully privileged (i.e., minimising delays experienced by the users), we can still achieve environmental benefits (7.85\% reduction in CO\(_2\) emissions, and 15.08\% in the number of trips), showing that our approach can still lead to benefits even without impacting on the QoS. Our experimental evaluation shows that New York City offers ample opportunities for trip sharing with minimal passenger discomfort, without the need of more computationally expensive strategies in which already started trips would be rerouted [9].

Notice that our approach also stands as valuable computational tool for policy makers concerned with shared mobility. Our approach provides the means to estimate the expected societal benefits of peer-to-peer ridesharing from existing travelling data records (as we do with the NYC taxi dataset in this paper). Thus, policy makers can leverage on our approach in order to come up with action plans aimed at achieving target societal impacts within some time frame, which is the common practice in policy making (e.g., refer to the New York State Energy Plan [31]). Moreover, our study may also help policy makers conduct what-if analysis. For instance, considering that both environmental benefits and QoS are equally important, achieving a reduction of 16.60 Tons of CO\(_2\) (10.97\% reduction) per day would require reaching a 20\% ridesharing adoption rate, namely doubling the current ridesharing adoption figures in the US [7]. Far more ambitious, and less feasible, appears to achieve a reduction of 78.86 Tons of CO\(_2\) (52.08\% reduction) per day, since these benefits require an 80\% adoption rate.

Our work opens up several interesting research lines, mainly regarding the design of incentive plans and pricing mechanisms (e.g., along the lines of [32]) that foster the adoption of ridesharing, increase the adoption rate, and the extension of our approach to incorporate the users’ preferences as a further optimisation criterion (in addition to environmental benefits and QoS). Furthermore, we plan to extend our solution approach to other large-scale online stochastic combinatorial optimisation problems, e.g., online team formation [33] and on-demand crowd-sourcing [34], in virtue of its generality.

APPENDIX A

WORKING DAY RESULTS

Here we report the results of the experiments conducted on a working day (i.e., 1 December 2016) with the same methodology as discussed in the main paper. The considered working day contains 308187 requests, as opposed to the 343363 requests (+11.41\%) reported during the considered weekend day (i.e., 3 December 2016).

The results reported in Figure 7 show that all the measures of relative nature (i.e., average occupancy, average in-car delay, average total delay, distance percentage reduction, and number of trips percentage reduction) show negligible differences wrt the weekend day, since, despite the greater number of requests during the weekend, the distribution of such requests is comparable, hence producing a comparable relative behaviour. On the other hand, CO\(_2\) reduction, being an absolute measure depending on the total travelled distance, is significantly larger during the weekend, in virtue of the greater number of requests and, hence, the greater total travelled distance. Specifically, considering the main case of \(\delta = 5\), during the weekend day the reduction of CO\(_2\) emission was up to 16.73 Tons larger (9.06 Tons larger on average) than that achieved during a working day.
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Fig. 7: [Best viewed in colour] Average occupancy (7a), average in-car delay (7b), average total delay (7c), distance reduction (7d), CO2 reduction (7e), and number of trips reduction (7f) in the selected working day (01/12/2016), for different values for \( \kappa \) (on the \( x \) axis) and different adoption rates (on the \( y \) axis). Within each cell, the central bold value (which determines the colour of the cell) refers to the case with a maximum waiting time \( \delta \) of 5 minutes for each request. The value above (resp. below) refers to the case with \( \delta = 7 \) minutes (resp. 2 minutes), showing the percentage difference \( \kappa \).

APPENDIX B
WEB-BASED SIMULATION AND ANALYSIS TOOL

We provide a simulation tool that demonstrates the approach discussed in this paper. Our tool is implemented by a web-based interface available at https://ridesharing.iiia.csic.es, and it offers two functionalities: simulation (Figure 8a) and analysis (Figure 8b). On the one hand, the user can select several simulation parameters, e.g., the adoption rate, the environmental benefit importance, the number of simulation ticks, the number of requests per tick, and the maximum waiting time for each request. Our interface then provides statistics for the selected scenario in terms of environmental benefits and QoS, and displays the result of the simulation over the map of the considered urban area (i.e., Manhattan in our case). Furthermore, the user can modify the value of the adoption rate and the \( \kappa \) parameter, and directly see the impact of such changes on the results of the simulation.

On the other hand, by means of the analysis functionality we offer the possibility of setting an objective in terms of environmental benefits and QoS, and to determine the necessary ridesharing adoption policy to achieve such an objective.
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Simulation interface (results refer to the default parameters).

Analysis interface showing 3 example adoption scenarios.

Fig. 8: [Best viewed in colour] Screenshots of our web-based simulation tool: simulation and analysis.
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