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Abstract. Vulnerability assessment is an effective security mechanism to 
identify vulnerabilities in systems or networks before they are exploited. 
However manual analysis of network testing and vulnerability assessment 
results is time consuming and demands expertise. This paper presents an 
improvement of Analia, which is a security system to process results obtained 
after a vulnerability assessment using artificial intelligence techniques. The 
system applies unsupervised clustering techniques to discover hidden patterns 
and extract abnormal device behaviours by clustering devices in groups that 
share similar vulnerabilities. The proposed improvement consists in extracting a 
symbolic explanation for each cluster to help security analysts to understand the 
clustering solution using network security lexicon. 

Keywords: Network Security, Unsupervised Learning, Clustering, 
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1 Introduction 

The significant growth of networks and Internet has lead to increase security risks. As 
networks and networked systems become essential in any corporation, also their 
vulnerabilities become a main concern. Vulnerability assessment is the process of 
identifying and quantifying vulnerabilities in a system and it pursues two main goals: 
test everything possible and generate a concise report [1]. However, time and cost can 
limit the depth of a vulnerability assessment. These limitations justify the automation 
of the processes involved in a vulnerability assessment, not only those related to the 
testing phase, but also those related to the analysis of test results, as a thorough 
network security test generates extensive data quantities that need to be audited. 

Logs collection, network traffic capture and potential threat identification are tasks 
difficult to handle when managing large data sets. Thus it is prohibitively expensive 
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to classify it manually [2]. Artificial Intelligence (AI) techniques can help managing 
all this information and identifying subjacent patterns of behaviour. More specifically, 
unsupervised learning is suitable to handle vulnerability results as it does not need 
previous knowledge of data and can find relationships between tested devices. 

In previous works we demonstrated the utility of clustering vulnerability 
assessment results [3,4], including partition methods [5] and soft computing solutions, 
like Self-Organization Maps (SOM) [6]. These solutions have been combined in 
Consensus, an integrated computer-aided system to automate network security tests 
[3,7], and this new system is called Analia. Security analysts obtain a configuration of 
different clusters, and every cluster contains tested devices with similar vulnerabilities 
and behaviours. When identifying and solving the vulnerabilities of a device, the 
same process can be applied to all devices in that cluster. Also main efforts can be 
focused first on the most critical clusters without having to analyze the whole data set. 
Analysts can evaluate results with clustering validity indexes. However they do not 
know the reasons of that clustering and have no explanation of the obtained solution.  

This paper presents an improvement of Analia based on constructing explanations 
for clusters. This solution focuses on creating generalizations based on the anti-
unification concept [8] to characterize each cluster. These generalizations permit 
describing a cluster with the same representation language used to describe the 
elements; therefore security analysts can more easily understand results. The analyst 
will obtain a solution where all tested devices have been grouped in different clusters 
regarding their vulnerabilities and will know the reason of these clustering results. 

This paper is organized as follows: Section 2 surveys related work about the 
application of AI in network security. Section 3 explains the concept of symbolic 
description. Section 4 details the Analia system. Section 5 describes the experiments. 
Finally, Section 6 presents conclusions and further work. 

2 Related work 

Considerable data quantities are compiled after performing a network security test, 
and therefore a manual classification becomes an arduous work. AI techniques are 
useful in the analysis phase to handle vulnerability assessment results. In particular 
unsupervised learning techniques are appropriate in this environment, where no 
previous knowledge of network behaviour and data results is required.  

Clustering permits dividing data space into regions based on a similarity metric. 
Among many approaches, K-means [5] and SOM [6] highlight over the rest. K-means 
has been applied to group similar alarm records [9], for intrusion or anomaly 
detection [2,10], and for network traffic classification [11]. On the other hand, SOM 
has been used to detect anomalous traffic, intrusions, and classify attacks [12,13,14]. 

Another important aspect to be considered is the comprehension of the relationship 
between elements of an obtained cluster. For this reason, extraction of explanations 
from results is a key point. Symbolic descriptions [8] have been used in Case-based 
Reasoning systems to produce explanations on their performance and to organize their 
case memory [15,16]. In the present paper we adapt this idea to generate explanations 
to justify the clusters produced using an unsupervised technique. 
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3 Explanations 

When clustering in a network security environment, not only the distribution of tested 
devices in groups regarding their vulnerabilities is useful information for security 
analysts, but also the reason of that organization. This paper proposes a value-added 
service by including symbolic descriptions that explain why a subset of cases has 
been grouped together. These descriptions are based on the anti-unification concept 
introduced in [8] although with some differences. The anti-unification of two objects 
is defined as the most specific generalization of both objects and it is a description 
with the attributes shared by both objects whose value is the most specific one. 
However, this paper considers the shared attributes among a set of objects, without 
using the most specific generalization of the values of these attributes.  

Let Ci be a cluster and let e1, …, en be the set of elements of that cluster after the 
application of a clustering algorithm included in Analia, like K-means, X-means, 
SOM or Autoclass. Each element ej is described by a set of attributes A, where each 
attribute ak∈ A takes values in Vk. We propose to describe the cluster Ci using a 
symbolic description Di, with the following rules: 

− Di contains the common attributes to all the elements in Ci. Those attributes with 
unknown value in some element ej∈ Ci are not considered in constructing Di. 

− Let ak be an attribute common to all the elements in Ci taking values on a set Vk. 
The attribute ak is not included in the description of Di when the union of the 
values that ak takes in the elements in Ci is exactly Vk. 

Let us illustrate how to build the description Di with an example. Let Ci be the 
cluster formed by the three elements and Di its explanation, shown in Table 1. 
Attributes common to all elements with values different from 0 are included in Di. 
Notice that attribute ‘port 25’ is not in Di because it takes all its possible values. 

Table 1. Description of three elements from Consensus dataset and their explanation Di. 

 Ports W2000 XP W2003 
 21 25 53 80 135 445 SP3 SP4 SP2 Server 

Security 
Notes 

e1 1 0 0 0 1 1 41% 41% 41% 41% 3 
e2 1 2 1 0 1 1 41% 41% 41% 41% 6 
e3 1 1 0 1 1 1 41% 41% 41% 41% 6 
Di 1 -- -- -- 1 1 41% 41% 41% 41% (3,6) 

4 Analia  

Analia is the Analysis module of Consensus that introduces AI techniques to improve 
the results analysis after a network security test. Consensus automates the security 
testing procedures to reliably verify network security [7]. Analia uses Consensus to 
gather data and then applies unsupervised learning to help security analysts. 

The main goal of Analia is to help finding hidden patterns in tested devices. After a 
security test, analysts must focus on every device in order to find abnormal 
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behaviours, incorrect configurations or critical vulnerabilities. If the list of devices is 
extensive some behaviours could become unnoticeable, some patterns could be 
masked or maybe the most vulnerable devices could be the last to be checked. Analia 
aids analysts to find similarities within data resulting from security tests. Then 
unsupervised learning helps analysts extracting conclusions without analyzing the 
whole data set. Next, best results are selected by using validity indexes when 
evaluating different executions. Finally, explanations justify clustering results. 

This modular architecture offers different advantages. First, there is a separation 
between data collection and analysis. Network tests can be regularly planned and data 
is stored after every test. Whenever necessary, an analysis of the tested devices can be 
performed. Analia is a complementary module, so analysts can choose a basic report 
or process data using the AI module to refine results. Analia works with the same 
database where Consensus stores all data, avoiding data duplication. Another feature 
is its knowledge representation flexibility. Different representations can be configured 
for the same data set as inputs to the clustering algorithms. Also the incorporation of 
new unsupervised learning techniques can be easily performed. Configuration files 
are obtained from the parameters selected by the analyst in the Analia web interface. 

The main goal of clustering is to group elements with similar attribute values into 
the same class. In the clustering task, classes are initially unknown and they need to 
be discovered from data. The clustering process usually involves the following steps:  

Pattern representation. Patterns are multidimensional vectors, where each dimen-
sion is a feature. In a clustering context, with lacking class labels for patterns, the 
feature selection process is necessarily ad hoc. In Analia, every element is a tested 
device and features are characteristic data from a security test on that device. The 
main goal is to obtain groups of devices with similar vulnerabilities. Thus features 
should be related to data associated to vulnerabilities. Not all data stored in Consensus 
is suitable, as many testing tools return long data strings difficult for parametrization. 
Port scanning and operating system (OS) fingerprinting have been selected [3], as 
these processes determine most of the system vulnerabilities. Different knowledge 
representations can be configured in Analia. An example is shown in Table 2: OS 
features depict the reliability percentage of having that OS installed, and port features 
show when an open port (1), a filtered port (2), or no response (0) has been detected. 

Pattern proximity measure. The pattern proximity measure has been defined in 
every clustering algorithm. All of them implement the Euclidean distance, a special 
case of the Minkowski metric. It measures the distance between two tested devices. 

Clustering. Four clustering algorithms have been included in Analia: K-means [5], X-
means [3], SOM [6] and AutoClass [17]. The goal is not to perform a system 
comparison, but to determine how well these methods perform over security data sets. 
Previous experiments have shown effective results [3,18]. Clustering process eases 
the analysis work compared to a raw data set. Also analysts do not need previous 
knowledge about these techniques as they only have to select an algorithm and the 
number of clusters to obtain. Although algorithms can report different clustering 
results, all they permit deriving behaviour patterns and discovering modified devices.  
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Table 2. Knowledge representation with OS and open ports. 

Ports Operating Systems 
23 25 53 80 … Linux Solaris XP SP1 XP SP2 … 
1 0 0 1 … 0.67 0.2 0.0 0.0 … 

Data abstraction. This process extracts a simple and compact representation of a data 
set. A summary description of each cluster can be easy to comprehend and intuitively 
appealing for a security analyst. Generalizations have been obtained based on the anti-
unification concept [8] to characterize each cluster, where a cluster is described using 
the same representation language that depicts data elements. For instance, K-means 
represents a cluster by its centroid and SOM, by its director vector. However, neither 
centroids nor director vectors is understandable information for security analysts. On 
the other hand, explanations use the same vocabulary of feature characterization. 

Cluster validation. This process assesses a clustering procedure’s output. It can not 
rely on given patterns as they do not exist in unsupervised domains. Different cluster 
validation techniques have been integrated in Analia in order to help analysts to check 
clustering results and compare different executions: Dunn [19], DB [20] and 
Silhouette [21] indexes. Also Cohesion indexes [18] have been designed ad hoc. 

These steps have been analyzed and implemented in Analia in order to cluster data 
from a network security test in groups of devices with similar vulnerabilities.  

5 Experiments 

The main goal of the experimentation is to corroborate that not only clustering but 
also explanations let analysts obtain groups of devices with similar vulnerabilities and 
understand each cluster characterization. Analia can also help detecting unauthorized 
changes. When testing similar devices, clustering should group them. If an element is 
in another cluster, descriptions explain the changes between the modified and the rest. 

Security tests have been executed over the university network to obtain data from 
real working servers, alumni laboratories and staff computers. Alumni lab computers 
should follow the same pattern as any other software installation is forbidden. 
Therefore they all should be in the same cluster if nobody has illegally installed new 
software or changed their configuration. 44 devices have been tested: 21 (14+7) from 
two different labs, 9 public servers, 11 internal servers and 3 staff computers.  

 The pattern representation of Table 2 has been selected. K-means has been 
executed with K from 3 to 8, where K is the number of clusters to obtain. X-means has 
been configured to find the best K between 3 and 8. SOM has been configured with 
size maps of 2×2, 3×3, 4×4, 5×5 and 6×6. Autoclass has been configured to calculate 
the number of clusters automatically. Also 10 different random seeds have been used. 
Best executions have been selected by using validity indexes (see previous section) as 
a decision factor. 

Figure 1(a) shows clustering results related to lab devices. Other cluster results 
have been omitted for security purposes as they have public IP addresses. Lab 
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computers should belong to two different groups, as they have two different 
configurations. However three clusters represent these devices. Analysts can detect at 
a glance the suspicious device in cluster 5. Another perspective is shown in Fig. 1(b). 
After obtaining clustering results from all executions, a statistic of how many times a 
device has been clustered with every other device for all executions has been 
calculated. The arrow in Fig. 1(b) shows that device 28 (with IP address 10.0.14.203) 
has never been clustered with any other tested device for all selected executions. On 
the other hand, devices 1, 2, 3, 4 and 26 have been clustered always together and 
device 27 has been clustered with them in more than the 80% of the executions. They 
correspond to devices of cluster 1. Thus analysts can easily detect an untrusting 
device but this information does not explain why this device is in a different cluster. 
However symbolic description of every cluster will give analysts this valuable 
information to quickly narrow the scope, isolate the device and apply the correction 
measures as soon as possible. 

Table 3 shows the explanation of the studied clusters. These descriptions show that 
the OS of cluster 5 has not been modified with respect to cluster 1. However cluster 5 
contains a high number of filtered ports (value=2). A filtered port means that a 
firewall, filter or some other network obstacle is blocking the port and preventing the 
system from determining whether it is open. Also ports 135 and 445 are open, which 
means that MSRPC1 and Microsoft-DS2 services have been altered. These ports 
should be blocked as they can be easily used to attack Windows computers. 
Therefore, analysts can promptly act to solve this situation without having to analyze 
the vulnerabilities of all lab computers. 

 
 

 

Fig. 1. Lab devices: (a) Clustering results, (b) Clustering distribution. 

                                                           
1 MSRPC: Microsoft Remote Procedure Call. 
2 Microsoft-DS: Port used for file sharing in Microsoft Windows. 

28 
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Table 3. Symbolic description of clusters containing lab devices. 

 Ports W2000 XP 2003 

Cluster 135 139 445 781-
807 

904-
930 WS_SP4 S_SP2 SP1 SP2 Standard Enterp. 

1 --- 1 --- --- --- 67% 67% 67% 67% 70% 70% 
5 1 1 1 2 2 67% 67% 67% 67% 70% 70% 

6. Conclusions 

Network vulnerability assessments generate many data and its analysis becomes a 
laborious work. By contrast, AI techniques are useful when dealing with large data 
sets. Unsupervised learning helps in the extraction of implicit, previously unknown 
and potentially useful information from data. Thus they are worthy to automate the 
classification of security data, thereby reducing the human effort required. 

This paper has proposed Analia, a new system that includes unsupervised learning 
to cluster data obtained from a network vulnerability assessment. The system also 
introduces the concept of symbolic description to represent the main characteristics of 
the obtained clusters. The clustering process pursues grouping devices with similar 
vulnerabilities and discovering pattern behaviours regarding these vulnerabilities. 
Unsupervised learning can be very useful not only to identify similar devices, but also 
to find devices that unexpectedly appear separated and have new and different 
vulnerabilities. Explanations permit analysts to understand why some devices are in 
the same cluster or why they have been separated. This separation can be easily 
identified when a compact cluster with all the similar elements was expected. Also the 
relevant attributes of the clusters are easily identified in order to detect the common 
vulnerabilities of all the devices included in a cluster. Therefore, when studying an 
element of a cluster, the obtained conclusions can be applied to the rest of its 
neighbours. Special efforts can be primarily focused on the most vulnerable clusters 
or the clusters where the most critical devices are included. 

Further work considers a deeper study on knowledge representation. Also an 
analysis of relations among the explanations of the clusters will be studied in order to 
get profit of that information for the system. 
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