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ABSTRACT
In recent years there has been an increasing interest in ensuring
that autonomous systems behave consistently with human values.
A popular approach to this challenge is through the incorporation
of norms that regulate behaviour in an ethical way. However, such
norms must be effective at promoting the values we consider most
important. In this work, we introduce a systematic methodology for
the automated synthesis of parametric normative systems based on
value promotion. We introduce the new concepts of Shapley values
of norms and value compatibility. To quantify the effectiveness of
norms at upholding the values we consider relevant, we adopt the
value alignment indicator from a previously established framework.
We apply our model to a toy system which we use to illustrate our
approach from end to end.

KEYWORDS
Normative Multiagent Systems; Norm Synthesis; Value Alignment;
Shapley Value
ACM Reference Format:
Nieves Montes and Carles Sierra. 2021. Value-Guided Synthesis of Para-
metric Normative Systems. In Proc. of the 20th International Conference on
Autonomous Agents and Multiagent Systems (AAMAS 2021), Online, May 3–7,
2021, IFAAMAS, 9 pages.

1 INTRODUCTION
In recent times, research in Artificial Intelligence has led to giant
leaps forward in the field of autonomous intelligent systems. With
such advances, however, new concerns arise related to our ability to
control such systems and to ensure that they behave inways that are
ethically consistent with our shared human values. That consistency
(or lack thereof) is usually labelled as the value alignment problem
[17, 23].

Some previous work in the field focuses on equipping partic-
ipating agents with internal reasoning schemes guided by indi-
vidual values [3, 5, 6]. In practice, however, this type of approach
requires access to the internal workings of the participants. In gen-
eral, this is not possible in shared social spaces where the intentions
of participating agents are not public knowledge. To overcome this
shortcoming, another line of research targets the introduction of
norms and regulations that enforce or ban specific agent actions,
and impose sanctions upon detecting violations [1, 8].

Nonetheless, a major issue comes up when considering this
approach: how to carefully design norms that promote our esteemed
values without incurring in undesired consequences. In this work,
we take the view that norms have to be provably aligned with our
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values [7, 17] and rely on an established value alignment model [22]
to quantify how effective is a given set of norms, aka a normative
system, at promoting some values of choice. Such metric allows
us to proceed with an optimisation search over the norm instance
space with an assessment of the value alignment degree as the
target function to maximise.

1.1 Related work and contributions
There is abundant literature on the automated synthesis of norms
in multiagent systems. There are two main approaches to tackle
this task: off-line and on-line design. Early research on the design
of norms (often referred to as social laws) for technologically en-
abled agents focused on the off-line situation [15, 21]. Norms are
conceived as restrictions (essentially prohibitions) on the actions
that can be taken under some specified circumstances, while still
allowing agents with sufficient margin to achieve their individ-
ual goals. While the general problem is proven to be intractable,
certain reasonable restrictions (such as state factorisation), allow
significant complexity reduction.

Off-line design is suitable for applications where knowledge on
the composition of the system is readily available prior to deploy-
ment. However, off-line design is unable to successfully regulate
open multiagent systems, where participants might enter and leave
at any point during run-time, and the norms might need to adapt
to the current make-up of the society.

On-line norm synthesis tries to overcome these limitations by
adopting regulations tailored to the current circumstances during
run-time [9]. One approach to this problem is bottom-up norm
emergence, where agents collaborate to agree on the regulations to
adopt [13]. Other solutions that do not assume agent collaboration
include running a “norm engine” concurrently with the system to be
regulated [12]. This engine continuously monitors the effectiveness
of the current normative system and updates it as conflicts are
detected.

Despite the extensive research on on-line and off-line norm
design, the incorporation of moral values into the process is a
much more recent concern. Previous work in [19] does take into
account preferences over the moral values supported by a society
and encodes them as a utility function to be maximised. Their
approach to the problem is somewhat opposite of ours. Given a set
of specified norms, they seek to find the best norm subset based on
various criteria. In contrast, we proceed by pre-defining a family of
parametric norms to work with and then looking for the parameter
values for each norm that work best.

In this work, we intend to enrich the current research landscape
on the synthesis of norms that take into account the moral values
entailed by them. The primary purpose is to provide a systematic
methodology to craft norms that maximally align with a value or



set of values. Mathematically, we seek to compute the following:

𝑁 ∗ = arg max
𝑁 ′⊆𝑁

Algn𝐺𝑁 ′,𝑉 (1)

where 𝑁 is the set of normative systems, 𝑉 is the set of values
of interest, 𝐺 is the set of agents in the society and Algn𝐺

𝑁,𝑉
is

the degree of alignment of norms 𝑁 with respect to values 𝑉 for
agent set 𝐺 . Our approach is fundamentally off-line (like that of
[19]) as the compliance of norms with values is evaluated through
their effect on a simulated society. Each of the norms is related to a
single or a set of parameters, and value compliance is the guiding
principle for the search of optimal parameter values. We adopt a
formal model of value alignment in normative multiagent systems
crafted to computationally evaluate the alignment of a set of given
norms for a set of values [22]. We leverage this model to work in a
different direction, i.e. given a set of values, obtain the norms that
promote them the most.

Our approach is comprised of the following general steps:

(1) Provide the domain of the multiagent system and define the
system’s state space S.

(2) Define the normative system 𝑁 that governs the systems
in terms of individual component norms 𝑛𝑖 . In turn, define
the parameters 𝑃𝑖 upon which such individual norms 𝑛𝑖 are
dependent.

(3) Provide a mathematical expression for the alignment of the
norms in 𝑁 for every value that the system should promote.
The previous parametrisation of norms together with the
definition of a target alignment function provide an avenue
to optimise 𝑃𝑖 with respect to the values of interest.

(4) Choose a suitable optimisation algorithm and perform a
maximising search through the normative parameters space
with the previously defined alignment as the target function.

Beyond obtaining ethically optimal normative systems, we are
also interested in tools that allow examining them at a more detailed
level. The other important contributions of this paper in that regard
are:

• The concept of Shapley value for a single norm, which is
based on understanding normative systems as coalitions of
individual norms and is derived from the Shapley value in
cooperative game theory. With this concept, we can evaluate
norms on an individual basis within the normative system.

• The concept of compatibility of values under a given nor-
mative system, which captures the dynamic relationships
between different values and quantifies to what extent can a
normative system be in simultaneous compliance with them.

Running example
We illustrate all of our contributions with a running example of
a toy social model. In this society, agents pay an amount that is
dependent upon their current wealth. To emulate the daily struggle
of fiscal authorities, we introduce a subset of evader agents who
systematically seek to avoid tax payment. However, not all hope is
lost, as there is a non-zero probability of the authorities detecting
any evader and imposing a fine that is larger than the original tax
payment.

The collected taxes plus any claimed fines are merged into a
common fund and invested. Consequently, they grow by a fixed
amount. Then, the common fund (the original taxes and fines plus
the profits) is redistributed back to the agents, also according to their
economic status. This process repeats at every time-step, and the
evolution of the system is monitored. Within this system, we model
the values equality and fairness by defining alignment functions
and obtaining optimal normative systems for the two cases.

This paper is structured as follows. First, we lay out the frame-
work for the problem in Section 2, covering steps (1) and (2). Then,
in Section 3, we develop the task as an optimisation problem, which
correspond to steps (3) and (4). Sections 4 and 5 introduce the
concepts of Shapley value for a norm and value compatibility, re-
spectively. We conclude with Section 6. We illustrate all sections
with our running example.

2 PROBLEM FRAMEWORK
The focus of this work is on normative multiagent systems [2],
where a set of participating agents𝐺 interact with one another and
with the environment. At each time step, state 𝑠 captures the situa-
tion that any agent finds itself in. We denote the set of all possible
states with S. The global state s = (𝑠𝑖 )∀𝑖∈𝐺 is composed of the indi-
vidual states of all agents in the system. Typically, agents will only
have access to their representations 𝑠𝑖 , which might even be fur-
ther limited by incomplete or partial observability. The global state
might be partially or totally accessible to an outer entity, typically
a regulatory agency keeping track of meaningful indicators.

As a consequence of the interactions between agents, at each
time-step agents transition from state 𝑠 to state 𝑠 ′, hence, the global
state also changes from s to s′. The interactions giving rise to
such transitions happen as specified by a set of regulatory norms.
These provide guidelines and behaviour directives for agents to
adhere to or dismiss. In this work, we do not consider any internal
reasoning schemes that would allow agents to decide whether to
follow or disobey a norm. Note that this is not a defining feature of
our methodology, since it can certainly be extended to introduce
individual reasoning. However, agent reasoning is not the central
point of this work and so we leave it out in order to focus on the
main topic of this paper, the design of moral norms. For the time
being, let us assume a top-down approach where agents have no
role at crafting these norms, and that they are externally created.
In principle, these norms intend to steer the system towards more
desirable states. Whatever “more desirable” means depends on the
standard that we wish to hold the system to.

𝑁 denotes the normative system in place. It is a set of typically
more than one norm, {𝑛𝑖 }. We conceive norms as parametric, where
each 𝑛𝑖 is related to a set of parameters 𝑃𝑖 . The elements in 𝑃𝑖
might have continuous or discrete domains, and be unbounded or
constrained. For example, a norm regulating parking is associated
with a numerical fine if an agent parks in an illegal spot. In contrast,
a norm regulating access to television content is related to a Boolean
parameter indicating whether the spectator is underage or not.

Associating every norm 𝑛𝑖 with a parameter set 𝑃𝑖 is flexible
enough to include norms that are not parametric at all (𝑃𝑖 = ∅), as
well as norms associated to a single parameter (|𝑃𝑖 | = 1) and norms
associated to multiple parameters (|𝑃𝑖 | > 1). The set of norms, aka



the normative system, is then dependent upon the set of parameters
in all 𝑃𝑖 sets. We refer to this as the set of normative parameters, and
denote it by 𝑃𝑁 . It formally corresponds to the union 𝑃𝑁 = ∪𝑖𝑃𝑖 .

The specific normative system 𝑁 in charge of regulating the
society has all the parameters in 𝑃𝑁 associated to a numerical value
within the allowed bounds. There is a large number of possible
normative systems, potentially infinite if any of the normative pa-
rameters has a continuous domain. To denote the set of all possible
normative systems made up of the set of individual norms {𝑛𝑖 }
and tied to the non-instantiated variables in 𝑃𝑖 we use the term
normative systems family.

To tackle the purpose of this work as stated in eq. (1), in practise,
we need to define the normative systems family from which we
will draw the most suitable norms. To do so, we have to describe
qualitatively the role of each norm 𝑛𝑖 , their associated parameters
in 𝑃𝑖 as unassigned variables, their domains, and any constraints
they might be subject to. We restrict the search space in eq. (1) to
the defined family, i.e. the subset of all possible normative systems
composed of individual norms {𝑛𝑖 } related to parameters 𝑃𝑖 . An
element in the search space has all the parameters in 𝑃𝑁 instantiated
and corresponds to a fully defined normative system, which is the
construct that will actually regulate the society. It is up to the value-
guided search to find the optimal numerical or categorical values
of the parameters (see section 3).

Running example
In our simple social model at each time-step we have a set of agents
(|𝐺 | = 200) that pay taxes. Ten of those agents try to evade taxes.
They might get caught and made to pay a fine, equal to the evaded
taxes plus some additional percentage. Collected taxes and fines are
merged. They are then invested with a fixed 5% return rate and are
redistributed back to the participants. Agents belong to one of five
equally populated groups according to their wealth, the wealthiest
agents being part of group #5 and the poorest agents part of group
#1. The collection of taxes and redistribution of money for every
agent is dependent upon their wealth group. Agents’ wealth is
initialised randomly according to a uniform distribution𝑈 (0, 100).

At every state, 𝑠 , the absolute wealth 𝑥𝑖 and wealth group 𝑔𝑟𝑖
specify an agent’s situation. Thus, the state space is given by S =

R+ × {1, 2, 3, 4, 5}. For convenience, the model does not allow any
member to get into debt, so wealth always stays positive. Payments
that would result in negative wealth values are cut down to the
maximum amount that the agent can afford.

Within this model, transitions happen under the regulations of
a normative system 𝑁 = {𝑛1, 𝑛2, 𝑛3, 𝑛4}. Next is the explanation of
every individual norm 𝑛𝑖 and their associated parameter sets 𝑃𝑖 :

n1 is a norm specifying how much each agent must contribute
in taxes. It is parametric on the set 𝑃1 = {𝑐𝑜𝑙𝑙𝑒𝑐𝑡 𝑗 }𝑗=1,...,5,
where 𝑐𝑜𝑙𝑙𝑒𝑐𝑡 𝑗 is the tax rate that must be paid by agents in
the 𝑗-th wealth group at each time-step, and whose possible
values are bounded between 0 and 1.

n2 is a norm specifying how should the invested taxes be redis-
tributed back to the agents. It is parametric on the set 𝑃2 =

{𝑟𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 }𝑗=1,...,5, where 𝑟𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 corresponds to
the fraction of the invested taxes to be equally shared by all
the members in the 𝑗-th wealth group. Its values are bounded

between 0 and 1, plus the additional linear constraint:∑
𝑗

𝑟𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 = 1 (2)

meaning that the totality of invested taxes is given back to
the agents.

n3 is a norm specifying how effective the detection of evaders is.
It is parametric on a single parameter, 𝑃3 = {𝑐𝑎𝑡𝑐ℎ}, which
denotes the probability of catching an evader during a tran-
sition. Assuming the difficulty of law-enforcement tasks, we
constrain it between 0 and 1

2 .
n4 is a norm specifying the punishment imposed on detected

evaders. It is also parametric on a single parameter, 𝑃4 =

{fine}. Whenever an evader is caught, it is obliged to pay a
fine equal to the original taxes plus the additional fraction
given by fine. If the payment of such fine would result in the
agent having negative wealth, then the payment corresponds
just to the totality of the evader’s wealth.

The set of normative parameters defining the normative search
space is then 𝑃𝑁 = {𝑐𝑜𝑙𝑙𝑒𝑐𝑡 𝑗 , 𝑟𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑗 , 𝑐𝑎𝑡𝑐ℎ, fine}𝑗=1,...,5. It
should be noted that, despite bearing some resemblance with real-
life tax codes, our model is not intended as a reliable substitute for
any of them. It is just a proposal to demonstrate our methodology
in action.

3 VALUE-GUIDED OPTIMISATION OF
NORMATIVE PARAMETERS

So far, we have specified and illustrated how norms regulate a mul-
tiagent system. Our goal is then to find instances of 𝑃𝑁 parameters
such that the evolution of the model under 𝑁 is effective at promot-
ing some of our most esteemed human values. We quantify such
effectiveness through the alignment of a set of norms with respect
to some value, or set of values.

We take the view adopted in [22], which provides a formal com-
putational model of value alignment. We denote the set of values of
interest by𝑉 . For each value 𝑣𝑖 ∈ 𝑉 , a preference function is defined
over consecutive states. The design of such functions should math-
ematically capture our understanding of value 𝑣𝑖 , e.g. by evaluating
the fulfilment of the properties relevant to value 𝑣𝑖 in the pre- and
post-transition states. Preference functions are bounded between
+1 and -1 to denote promotion and demotion of such value over a
transition.

In [22], the alignment of a normative system 𝑁 for value 𝑣 is
obtained by averaging preference changes over a sequence of tran-
sitions. Due to the possibly stochastic nature of the environment,
it is reasonable not to average preferences over a single sequence
of transitions, but to perform Monte Carlo sampling over numer-
ous sequences to reduce the variance of the estimated average. For
convenience, it is also reasonable to keep the length of the samples
sequences fixed. Since the defined range for preferences is set to
[−1, +1], the resulting alignment computed by averaging them also
falls within this interval. Alignment of +(-)1 denotes that the norms
in place are highly (not) compliant towards the value of choice.
Beyond being a requirement of the original model, keeping the
numerical alignment within a fixed scale is necessary in order to



compare alignment of different normative systems with respect to
(possibly different) values.

As the normative system 𝑁 with its associated parameters 𝑃𝑁
dictates the transitions 𝑠 → 𝑠 ′, changes on the values of the pa-
rameters will affect the eventual alignment. The purpose of the
search process is then to find which parameter instances lead to
the most preferred states concerning value 𝑣 , according to how we
mathematically quantify the value’s associated preference func-
tion. Consequently, our problem turns into an optimisation task
in which a search through the 𝑃𝑁 space has to be performed with
the alignment Algn of norms 𝑁 (associated to 𝑃𝑁 ) with respect to
value 𝑣 as the target function to maximise.

In its most granular form, alignment is computed for a single
agent 𝛼 ∈ 𝐺 with respect to a single value 𝑣 . However, agents have
some internal value hierarchy, which allows them to weight the
relative importance of the values they hold dear and aggregate over
them. Analogously, agents that share their preferences with one
another or with a central entity can have them aggregated over the
whole group, and hence obtain a quantity representing how well is
the society on the whole doing with respect to the value(s).

Our methodology is compatible with any kind of alignment (ag-
gregated or not). Using alignment for a single agent as the target
function makes sense from an individual point of view, when a
member of the society wishes to know the regulations of its own
behaviour that would most promote some esteemed value, or pro-
mote them all at once while respecting their hierarchy. From a
social perspective, alignments aggregated over the whole agent set
are more interesting. However, their computation is possible only if
there is some mechanism in place by which agents can share their
opinions.

Once we have chosen the values of interest, alongside preference
and alignment functions to compute their alignment, the optimisa-
tion search is ready.We do not advocate for any particular algorithm
to tackle this step. This choice should be based on the specific re-
quirements and characteristics of the problem, namely whether the
normative parameters have continuous or discrete domains, and
whether the search strategy has to deal with constraints of any
kind (linear or non-linear).

A default possibility to perform the search is to implement a
Genetic Algorithm (GA) [11]. GAs are very versatile searchmethods
over multidimensional spaces that can be tailored to both discrete
and continuous domain variables. In the problem we are dealing
with, computing the gradient of the alignment with respect to the
normative variables is not, in general, an easy task, and hence
gradient descent algorithms [16] are not recommended. In contrast,
GAs do not make any requirements concerning the continuity or
differentiability of the target function, and so we believe they are
the most suitable method to be applied for this undertaking.

In a genetic search applied to our context, a population of candi-
date normative system instances is maintained, first initialised with
random 𝑃𝑁 parameters. The “fitness” of candidate solutions equals
to the alignment of norms 𝑁 implemented according to the nu-
merical values of 𝑃𝑁 for the candidate solution. Highly promising
candidates are selected for recombination in the hopes of obtain-
ing even better solutions. Some form of explorability is introduced
through a mutation operation, that is applied to the newly gen-
erated candidates. The process is repeated until some stopping

criterion is met. Since preference functions, and consequently also
alignments, are bounded between -1 and +1, we recommend that
the search can be shortened by stopping when a highly aligned
normative system has been encountered with Algn ∼ 1.

Running example
As advanced in section 1, we are interested in modelling the set
of values 𝑉 = {equality, fairness} into our running example. This
choice of values exemplifies two goals that are not correlated (as will
be shown next) and that are therefore achieved through different
taxing strategies.

To compute the alignments, we take a slightly different approach
to that of the original proposal [22] in two aspects. First, to com-
pute the alignment, we define the Algn functions with respect to
the values directly, and not through preferences over consecutive
transitions. In particular, we consider properties of the multiagent
system at the final global state sf of a state sequence. This approach
takes into account how good is the state of affairs in the model
eventually and does not worry about how it got there. Nevertheless,
we believe that the fundamental premises of [22] still hold: the
values and the norms that seek to uphold them are as worthy as
the tangible outcomes they generate in the real or virtual world.

Second, we also define the Algn functions directly for the whole
set of agents 𝐺 . That is, we take the view of an external examiner,
e.g. the tax authority, with complete access to the global state swho
wishes to assess to what degree their regulations are successful at
promoting values of general interest. Originally, preference func-
tions were defined at the individual level and then aggregated over
the set of agents in 𝐺 . This deviation from the original proposal
is more significant than the first one, as we no longer consider
values as inherently individual cognitive constructs, but as tools to
help assess the overall performance of specific legislation in action
according to the standards of an external evaluator. This is not a
feature of the general methodology but of this specific example.
As discussed in section 2, the global state might not be accessible.
However, in many countries tax agencies routinely monitor income,
so in the context of our example we believe that access to the global
state s is justified.

So, overall, by assessing values through the properties of the final
global state, we are effectively taking the view of a policy-maker
who has defined some targets towards which he would like the
society to evolve in the long term. Now, policy and legislation have
to be designed, with these standards in mind, to steer the system
towards it.

To define our target alignment functions, we introduce the nota-
tionE𝑛 [·], which denotes the expectation of the bracketed statistic
under normative systems 𝑁 . Given a sample of paths that have
evolved under the governance of the norms in 𝑁 , the indicator of
choice is computed for each of them and averaged to obtain its
expected value.

Alignment with respect to value equality is quantified through
the Gini Index (GI) [10], a very well-known indicator of widespread
use in economics to quantify wealth and income inequality [4]. A
set of norms is considered to be in high compliance with equality
if it manages to minimise the GI:

Algn𝐺
𝑁,𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦

= E𝑁

[
𝑓 (Sf )

]
(3)



Table 1: Optimisation results for the running example with respect to the considered values: optimal normative parameters
defining the normative system, and their associated optimal alignment.

Value and target function Optimal normative parameters P∗N Optimal alignment AlgnG ∗
N,v

Equality, eq. (3)

collect = [20%, 29%, 26%, 35%, 27%]

0.95redistribute = [20%, 22%, 19%, 26%, 13%]
catch = 44%
fine = 61%

Fairness, eq. (5)

collect = [1%, 30%, 37%, 72%, 66%]

0.93
redistribute = [2%, 23%, 42%, 24%, 9%]

catch = 45%
fine = 56%

where the random variable Sf correspond to the global state at the
end of a sampled path, and the function 𝑓 is given by:

𝑓 (s) = 1 − 2 ·𝐺𝐼 (s), with 𝐺𝐼 (s) =
∑
𝑖, 𝑗 ∈𝐺 |𝑥𝑖 − 𝑥 𝑗 |
2 · |𝐺 |2 · 𝑥

(4)

where 𝐺𝐼 (s) is the Gini Index at the global state, with 𝑥𝑘 denoting
the wealth of the agents in global state s and 𝑥 indicating the
average. Then, high (low) wealth parity is reflected by a GI close
to 0 (+1), and by eq. (4) the resulting alignment with respect to
equality is +1 (-1).

High promotion of the value fairness is considered to be achieved
if, by the end of a random path, as many evaders as possible are,
on average, among the poorest individuals in the population:

Algn𝐺
𝑁,fairness = E𝑁

[
𝑔(Sf )

]
(5)

where:
𝑔(s) = 2 · P̂[gri (s) = 1|𝑒𝑣𝑎𝑑𝑒𝑟𝑖 ] − 1 (6)

and P̂[gri (s) = 1|𝑒𝑣𝑎𝑑𝑒𝑟𝑖 ] denotes the estimated probability that
an evader agent belong to the lowest wealth segment at the global
state s. It is computed as the proportion of evaders who are in
segment #1 at the given global state.

Given that, in our simulated society, there are more agents per
wealth group (40) than evaders (10), in the best-case scenario all
evaders might end up in wealth group #1. The upper bound for
functions 𝑔(s), then, is +1. If there were more evaders than agents
in each wealth group, this function would need to be modified so
that the potential maximum alignment that can be achieved does
not fall below +1.

Functions (3)-(6) serve as proxies of the values they represent.
Our goal is then to find instances of normative parameters 𝑃𝑁 =

{collectj, redistributej, catch, fine}𝑗=1,...,5 such that the evolution of
the model under the normative system that they implement max-
imises the alignment functions we have just defined.

We use a Genetic Algorithm for the optimisation search with
equations (3)-(6) as target functions. We perform Monte-Carlo sam-
pling of 500 paths of 10 transitions each. In order to adapt the search
to the continuous 𝑃𝑁 space, the crossover operation is performed by
intermediate recombination, which features exploration and hence
eliminates the need for a mutation operation [14]. Exploitability
is enhanced through the use of elitism, meaning that the best can-
didates from the previous generation replace the worst candidate
from the current one. Additional tweaks to ensure that constraint
(2) is fulfilled are introduced.

Optimisation results
Table 1 presents the optimisation results for the two values of focus.
The optimal alignments obtained are very satisfactory, with large
positive values > 0.9.

We provide an intuitive interpretation of the optimal normative
parameters. For equality, the differences between collect are small
across wealth groups. In practise, this means that wealthier agents
contribute to the common fund with more resources in absolute
terms (as their base wealth is larger). The even redistribution rates
across groups then ensure that all agents receive a similar piece
of the invested funds. The moderate values for the collecting and
redistribution rates in the optimal model with respect to equality
correspond to a compromise between funnelling enough resources
from rich to poor agents in order to shrink the wealth distribution,
but not channelling too many as to swap them, which would then
be detrimental towards lowering the Gini Index.

For fairness, the parameters indicate than another mechanism is
in place in order to push evaders towards the poorest group. It is
worth noting that neither the probability of catching evaders nor
the fine they are imposed are particularly large, they are similar or
even smaller than those found for the optimal normative system
towards equality. Rather, it appears that evaders are pushed towards
group #1 by retrieving a lot of resources from the upper groups
where undetected evaders manage to sneak, and then redirecting
them towards the middle class, which is vastly composed of law-
abiding citizens, since detected evaders belong to the lower groups
and undetected ones belong to the upper ones. Hence, the norms
act by identifying the wealth groups most likely to include cheaters
and directing their wealth elsewhere. It does not target group #1,
but it keeps the cash flow in and out of that group very limited,
so that already poor evaders do not have any avenue to enrich
themselves.

To provide a visual representation of the evolution of the soci-
ety under either optimal normative system, Figure 1 displays the
initial wealth distribution (sampled uniformly) alongside the final
ones when the optimal normative systems are in place. It is very
clear that the optimal norms for both values accomplish what their
encoded objective was. The optimal normative system for equality
is extremely successful at shrinking the distribution, hence greatly
diminishing the Gini Index. Also, evaders, who are initially uni-
formly distributed within the wealth range, are pushed towards the
lower positions after the optimal norms with respect to fairness are
enforced.



(a) (b) (c)

Figure 1: Wealth distributions and rug plot indicating the location of law-abiding agents (regular black marks) and evaders
(longer red marks): (a) at the initial state; (b) after a random path under the optimal normative system for equality; (c) after a
random path under the optimal normative system for fairness.

4 SHAPLEY VALUES OF INDIVIDUAL NORMS
Up to this point, we have been able to synthesise entire normative
systems that are highly compliant towards some value. However,
we would like to quantitatively assess how big a role each of the
individual norms 𝑛𝑖 in 𝑁 plays to achieve this high alignment.
Intuitively, not all norms are equally relevant when it comes to
promoting a particular value. For instance, in the context of our
example, one might wonder whether imposing large fines to de-
tected evaders might actually be detrimental towards ensuring high
equality.

To tackle this issue, we take the view of every optimal norma-
tive system as a coalition of individual norms working together
to achieve high compliance towards their target value. We wish
to quantify how relevant each individual norm 𝑛𝑖 is at achieving
this task. To do so, we adapt the concept of Shapley value from
cooperative game theory [20], and define the Shapley value 𝜙𝑖 (𝑣)
of an individual norm 𝑛𝑖 within system 𝑁 with respect to value 𝑣
as:

𝜙𝑖 (𝑣) =
∑

𝑁 ′⊆𝑁 \{𝑛𝑖 }

|𝑁 ′ |! ( |𝑁 | − |𝑁 ′ | − 1)!
|𝑁 |! ·

·
(
Algn𝑁 ′∪{𝑛𝑖 },𝑣 − Algn𝑁 ′,𝑣

) (7)

where the sum is taken over all normative systems 𝑁 ′ not including
individual norm 𝑛𝑖 .

Eq. (7) displays that the Shapley value of norm 𝑛𝑖 is computed
through the alignment improvement from its absence, (Algn𝑁 ′,𝑣 ),
to its introduction, (Algn𝑁 ′∪{𝑛𝑖 },𝑣 ). However, two questions imme-
diately come up with this approach: (i) which normative systems
𝑁 ′ should the sum include? and, (ii) what does it mean for norm 𝑛𝑖
to be absent from normative system instance 𝑁 ′? To answer the
former, we first need to provide a concise explanation of the latter.

Consider an arbitrary normative system instance 𝑁 , from which
we wish to remove the set of individual norms {𝑛𝑘 }. We denote
the numerical values upon which norm 𝑛𝑖 is parametric in the
normative system instance 𝑁 as 𝑃 (𝑁 )

𝑖
. To proceed with the removal,

we first introduce a baseline normative system 𝑁𝑏𝑠𝑙 . 𝑁𝑏𝑠𝑙 is an
instance of the same norm family as 𝑁 , i.e. it has the same set of

norms {𝑛𝑖 } related to the same set of normative parameters 𝑃𝑁
with the same domains and constraints. However, the numerical
values for 𝑁𝑏𝑠𝑙 are chosen a priori in a way as to reflect lack of
regulation. Then, to remove norms {𝑛𝑘 } from 𝑁 , we substitute the
values of 𝑛𝑘 ’s parameters in the original normative system, 𝑃 (𝑁 )

𝑘
,

by their baseline counterparts, 𝑃 (𝑏𝑠𝑙)
𝑘

, for all 𝑘 . Consequently, the

normative parameters of system 𝑁 \ {𝑛𝑘 } is composed of 𝑃 (𝑁 )
𝑖

for
𝑛𝑖 not in the set to be removed, union 𝑃

(𝑏𝑠𝑙)
𝑘

for 𝑛𝑘 in the set to be
removed.

Now that we know how to remove individual norms from a
normative system, we can provide a straightforward answer to the
first question. The sum in eq. (7) is taken over 𝑁 ′ ⊆ 𝑁 \ {𝑛𝑖 }, which
denotes normative systems from which at least the set composed of
the single norm 𝑛𝑖 has been removed. Hence, to obtain all the terms
in the summation, one must first remove 𝑛𝑖 from the normative
system 𝑁 , and then substitute other norms’ parameters by their
baselines according to all possible combinations of the remaining
norms {𝑛 𝑗 }𝑗≠𝑖 . Finally, 𝑁 ′ ∪ {𝑛𝑖 } is obtained by setting 𝑃 (𝑏𝑠𝑙)

𝑖
back

to the original parameter values 𝑃 (𝑁 )
𝑖

.
The Shapley value includes factorial terms that refer to the size of

the original normative system |𝑁 | (which is a fixed quantity across
all normative systems in the same family) and to the trimmed one
|𝑁 ′ |. Note that |𝑁 ′ | only counts the individual norms that have not
been substituted by baselines, as those that have been are considered
as absent.

In this paper, we do not provide a systematic method to find an
adequate baseline given a normative system space. For the time
being, the simplicity of the example we provide allows us to spec-
ify the baseline parameters from mere intuition. However, we can
assert that a good choice for a baseline is one such that, for any
sampled sequence of transitions, the initial global state is kept un-
changed, s0 = sf . This requirement is quite strict since we are not
referring to expectations over multiple random paths, but deter-
ministic equality over every single sample sequence of transitions.

Adopting the notion of normative systems as a coalition of play-
ers lends support for the adoption of concepts from cooperative
game theory, namely:



Definition 4.1. Given normative system 𝑁 , two individual norms
𝑛1 and 𝑛2 are interchangeable in 𝑁 with respect to value 𝑣 if, for
any normative system 𝑁 ′ ⊆ 𝑁 \ {𝑛1, 𝑛2} where at least both
𝑛1 and 𝑛2 have been substituted by the baseline, the alignments
with respect to value 𝑣 after introducing either norm are identical,
Algn𝐺

𝑁 ′∪{𝑛1 },𝑣 = Algn𝐺
𝑁 ′∪{𝑛2 },𝑣 .

Definition 4.2. An individual norm 𝑛 is said to be a null norm
with respect to value 𝑣 in normative system 𝑁 if, for any normative
system 𝑁 ′ ⊆ 𝑁 \ {𝑛} excluding 𝑛 (substituted by the baseline), the
introduction of norm 𝑛 does not change the alignment with respect
to value 𝑣 , Algn𝐺

𝑁 ′∪{𝑛},𝑣 = Algn𝐺
𝑁 ′,𝑣 .

It follows from eq. (7) and some basic manipulations that two
interchangeable norms have identical Shapley values, and that any
null norm has Shapley value equal to zero.

Running example
In our example model, setting the baseline parameters can be man-
ually made thanks to its simplicity:

𝑁𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 =


𝑛1 ∼ 𝑐𝑜𝑙𝑙𝑒𝑐𝑡 = [0, ..., 0]
𝑛2 ∼ 𝑟𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = [ 1

5 , ...,
1
5 ]

𝑛3 ∼ 𝑐𝑎𝑡𝑐ℎ = 0
𝑛4 ∼ 𝑓 𝑖𝑛𝑒 = 0

 (8)

Note that the choice of the 𝑟𝑒𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑒 list respects the constraint
(2). We have experimentally checked that this choice of parameters
does indeed leave the initial global state of the system unchanged.

Table 2: Shapley values for all the individual norms con-
forming the optimal normative systems with respect to the
value for which they are optimised.

Value Norm Shapley value

Equality

𝑛1 0.50
𝑛2 0.03
𝑛3 0.08
𝑛4 0.01

Fairness

𝑛1 0.19
𝑛2 0.45
𝑛3 0.46
𝑛4 0.41

Table 2 presents the results of computing the Shapley values of
every individual norm in the optimal normative systems (shown
in Table 1) with respect to the value for which they have been
optimised. For value equality, the norm with the highest Shapley
value is by far 𝑛1, which is related to the collection of taxes. All
other norms appear to be close to null, with Shapley values ∼ 0,
including the other norm of economic nature, 𝑛2, linked to the
redistribution of the common fund. This results would indicate
that the distribution of wealth is already shrunk after taxes are
collected. Then, the invested fund is redistributed roughly equally
across wealth groups (see Table 1), which would only result in a
horizontal shift of the wealth distribution and not on its width.
Hence, the results indicate that the Gini Index is mostly reduced
after taxes have been collected but not yet paid back.

In contrast, for value fairness, the situation is the opposite, with
norms 𝑛2, 𝑛3 and 𝑛4 having all similar and large Shapley values
significantly above that of norm 𝑛1. This would indicate that to
punish evaders, we first need to detect them (𝑛3), as undetected
evaders would automatically rise as the wealthiest members in
the society. Then, the common fund needs to be very unevenly
redistributed (see the optimal parameters in Table 1) towards the
middle class, which is mostly composed by law-abiding citizens, as
we have argued in Section 3. Note that imposing a fine on evaders
is important, yet it is only the norms with the third largest Shapley
value. Once evaders have been detected and their resources directed
elsewhere (yet at the expense of harming law-abiding citizens),
payment of an additional fine does not appear to be as relevant.

5 VALUE COMPATIBILITY
As seen above, by analysing the Shapley values of individual norms,
we can study the interactions and dependencies between them.
Now, in this section, we focus on a complementary examination
regarding the interaction among values given a fixed normative
system. Established philosophical theory on the topic of human
values remarks the dynamic relationships between them [18]. In
other words, aggressively pursuing one value has consequences
that may be in direct conflict or congruent with others. We wish to
examine these dynamic relationships closely. In particular, we have
synthesised normative systems that are optimal for some value
𝑣𝑖 , and that therefore promote it very strongly. How well are they
aligned with respect to another value 𝑣 𝑗 ?

Such an evaluation provides numerical estimates of whether two
values are congruent under the same normative system, indicated
by a large positive alignment close to +1, or whether they are in
strong opposition, indicated by a large negative alignment close
to -1. To mathematically capture this concept, we provide a formal
definition of value compatibility:

Definition 5.1. Given a fixed normative system 𝑁 , a set of val-
ues 𝑉 = {𝑣1, 𝑣2, ..., 𝑣𝑘 } is said to be compatible to degree 𝑑 , or 𝑑-
compatible, under 𝑁 , if, for all values 𝑣 ∈ 𝑉 , it holds that Algn𝐺

𝑁,𝑣
≥

𝑑 .

It immediately follows that, if some set of values are compatible
to degree 𝑑 , they are also compatible to any degree 𝑑 ′ ≤ 𝑑 under
the same norms. Normative systems that are highly specialised
towards a particular value at the expense of others will result in
low, possibly negative compatibility degrees. Normative systems
that compromise on upholding different values should result in
much larger compatibility degrees, though it most surely will still
be far from the ideal situation, where the norms are all maximally
aligned with respect to all the values and hence 𝑑 ≃ 1.

The concept of compatibility works with alignment functions
with respect to single values, Algn𝐺

𝑁,𝑣
. Nonetheless, we can expand

it to aggregations over values, Algn𝐺
𝑁,𝑉

:

Definition 5.2. Given a set 𝑉 of 𝑑-compatible values under a
normative system 𝑁 , an aggregated alignment function over the set
of values, Algn𝐺

𝑁,𝑉
is said to preserve the compatibility if Algn𝐺

𝑁,𝑉
≥

𝑑 .



Trivially, aggregation functions based on linear combinations of
the alignments for the individual values do preserve𝑑-compatibility,
by choosing 𝑑 = min𝑣∈𝑉 Algn𝑁,𝑣 .

The challenge regarding value compatibility is to find the com-
bination of parametric norms that maximises the degree 𝑑𝑚𝑎𝑥 for
a set of relevant values. This task, however, is outside the scope of
the present work and is left for future research.

Running example

Table 3: Cross-alignment for the optimal normative systems
that have been optimised for value vi with respect to value
vj.

vj
Equality Fairness

vi
Equality - -0.28
Fairness 0.60 -

The cross-alignment values of the optimal normative systems
produced for the running example of this paper are displayed in
Table 3. It shows that the optimal normative system for value equal-
ity has very poor negative alignment for fairness, meaning that
it is very specialised towards equality, yet at the expense of not
being harsh on evaders. Under this normative system, despite the
high alignment with respect to equality, the two values are very
incompatible. As displayed in Figure 1b, few of the evaders end up
with wealth similar to the bulk of the agents, therefore diminishing
the chances of them belonging to #1. In fact, some of the evaders
manage to gather resources well above the average law-abiding
agent. Although this feature is not explicitly captured by eq. (5),
it clearly goes against our sense of what a fair tax code should
produce. In summary, the optimal normative system with respect
to equality is highly specialised towards this value, at the expense
of being lax with evader agents.

In contrast, the normative system optimised for value fairness
respects equality to a much larger degree. With the help of Figure
1c, we provide an intuitive explanation for this result. In its quest
to treat evaders harshly, this normative system also impoverishes
law-abiding citizens, most of which move to the lower half of the
initial wealth range, since the retrieval of evader agent resources is
not done mostly through fining that would target them exclusively.
Hence, the wealth distribution is effectively narrower than initially,
and the Gini Index is reduced. The squeeze in thewealth distribution
is not as acute as that produced by the optimal norms with respect
to equality, and hence the compatibility between “fairness” and
“equality” is moderate, ∼ 0.6.

Interestingly, pursuing equality is detrimental towards fairness,
but pursuing fairness is somewhat congruent with equality. The
relationship is not symmetrical.

6 CONCLUSIONS
In this work, we have provided a methodology to synthesise value-
promoting parametric normative systems. We have illustrated this
methodology with a straightforward social model emulating a tax

system. However, our proposed approach is general and can be ap-
plied to muchmore complex systems with sophisticated regulations,
as long as the intervening norms are tied to optimisable quantities.
Also, we have taken the approach of defining alignment functions
directly over the final global state of the system and already aggre-
gated over the set of agents. However, one might wish to return to
the original proposal in [22] and compute alignments from aver-
age individual preferences, as distinct participants might conceive
the manifestation of the same value differently. Our methodology
works with either choice.

Despite its flexibility, our methodology does possess some limi-
tations. The most obvious one is the discrete and finite nature of
the models that it can be applied to. Also, even a relatively small
amount of regulating norms can result in a very large search space
over many dimensions. This fact might lead to computationally
prohibitive optimisation searches, hindering its application to very
complex models.

By viewing any normative system as a coalition of individual
norms, one can adapt the concept of Shapley value from cooperative
game theory to the context of norms.While the alignment evaluates
how appropriate is a normative system overall, the Shapley values
grant a deeper understanding of the role of individual norms and
the mechanism by which they achieve high compliance with the
encoded values.

Finally, we have provided a formal basis to tackle the concept
of compatible values. Compatibility is an interesting point since it
touches on the field of unintended consequences, i.e. how the ag-
gressive promotion of some values can be detrimental or congruent
with others. In our example model, we have observed one example
for each situation.

Further work building up on our results should investigate which
are the most efficient algorithms and techniques to find the opti-
mal normative parameters, hence partially overcoming one of the
limitation we have pointed at. Additionally, the incorporation of ag-
gregated alignment functions that simultaneously consider various
values should shed more light on the issue of value compatibility.

In summary, in this work, we provided methodology and tools
for the synthesis and evaluation of norms guided by the need to
respect, promote and uphold our human values. We believe that our
approach can be helpful in the field of automated policy analysis
and design.

7 CODE AVAILABILITY
All the necessary code to go along with this paper has been inte-
grally developed in Python3. It is available under an MIT license at
https://github.com/nmontesg/aamas21.
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