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Abstract

In heterogeneous multi-agent systems trust is neces-
sary to improve interactions by enabling agents to
choose good partners. Most trust models work by tak-
ing, in addition to direct experiences, other agents’
communicated evaluations into account. However, in
an open MAS other agents may use different trust
models and the evaluations they communicate are
based on different principles: as such they are mean-
ingless without some form of alignment. My doctoral
research gives a formal definition of this problem and
proposes two methods of achieving an alignment.

1 Introduction
Trust models are a fundamental tool for agents to achieve ef-
fective interactions in an open MAS. However, it is not as
straightforward as equipping an agent with one of the avail-
able computational trust models and expecting it to function
in a social environment. Using trust as a method for pick-
ing successful interaction partners relies not only on having
a good trust model, but also on communication with other
agents [Conte and Paolucci, 2002]. Trust is an inherently sub-
jective concept, meaning that any computational agent func-
tioning in a multi-agent society may base its trust on different
personal values from any other agent. As such, one agent’s
trust may be different from another agent’s trust, despite us-
ing the exact same factual evidence to support their trust eval-
uations. If trust evaluations - and other subjective opinions -
are to be communicated effectively in an open MAS, a differ-
ent set of tools is required than is used for the communication
of facts [Koster, 2010].

My doctoral research focuses on studying communication
about trust as a separate problem from modeling trust in in-
telligent agents. This problem is so far unexplored, with pre-
vious work limited to [Abdul-Rahman and Hailes, 2000] and
[Regan et al., 2006]. Both of these works consider the align-
ment as a part of the trust model, rather than a separate mech-
anism of interpreting incoming communication, which limits
their applicability. To address this limitation, the first step of
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the research was to formalize what the problem of trust align-
ment is and how a solution can be found. This formalization
is described in previous work [Koster et al., 2010a]. This
extended abstract summarizes this formalization as well as a
practical method, based upon it. The last part will consider
the future direction of the research, dealing with argumenta-
tion about trust.

2 Formalizing Trust Alignment
Trust alignment is the process of finding a translation of the
other agent’s trust evaluations, based on shared evidence. Its
result is a method to translate other trust evaluations from the
same agent, based on non-shared evidence. With evidence
I mean an objective description of some artifacts in the en-
vironment, such as interactions the agents have participated
in. Shared evidence is evidence of artifacts in the environ-
ment that both agents have perceived, while non-shared evi-
dence refers to artifacts that the receiving agent has not per-
ceived. By using the shared evidence as a common ground,
two agents can communicate their differing trust evaluations
based on the same evidence and use these different evalua-
tions of the same object as the starting point for finding a
translation. This definition is grounded in Channel Theory
[Barwise and Seligman, 1997], which also serves as a mathe-
matical framework for formalizing other problems of Seman-
tic Alignment. For the specifics see Koster et al. [2010a], in
which the formalization is described in detail. The key points,
however, are the realization that trust models can be consid-
ered as an abstract mapping from evidence in the environment
to an evaluation of a trustee. This mapping is subjective, but
the evidence in the environment can be described in objec-
tive terms. I thus do not consider the question of how trust is
modeled within an agent, nor do I consider how it is used by
an agent, but rather I focus on the question: if an agent com-
municates its subjective trust evaluation, how can the receiver
interpret this?

3 Learning an Alignment
As mentioned previously, there is some previous work in the
area of Trust Alignment and both these works can be consid-
ered methods of solving the alignment problem with a ma-
chine learning algorithm. Abdul-Rhaman & Hailes’ work
[2000] considers models which use numerical trust evalua-
tions. Interpreting another agent’s communicated trust evalu-
ation is done by adding or subtracting a numerical bias from
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this evaluation. This bias is learned by averaging the differ-
ence between the own and other’s evaluations of the same
agent in the past. This simple approach seems to work sur-
prisingly well, however one thing to realize is that the evi-
dence for the trust evaluation is not taken into account in this
alignment. An objective description of the evidence which
supports a trust evaluation allows agents to communicate not
just the evaluation, but also the context in which it was made.
Thus, alignment should improve if such evidence is taken into
account: the subjective trust evaluations are explicitly linked
to an objective description of the environment. BLADE [Re-
gan et al., 2006] uses a conjunction of proposition symbols
to represent the evidence and a Bayesian Inference Learner
to learn an alignment. However this is still very limited: a
conjunction of propositions allows them to classify interac-
tions by the concepts they represent, but it does not allow for
the specification of relations between the different concepts.
I therefore propose to use a first order logic to describe the
evidence and an Inductive Logic Programming algorithm to
learn the alignment [Koster et al., 2010b]. This work has been
improved on and empirically evaluated [Koster et al., 2010a].

4 Arguing about Trust

Rather than attempt to find a translation between the other’s
and own trust evaluations, an alternative approach is to at-
tempt to convince the other why the own trust evaluation is
correct: as such future evaluations from that agent will fol-
low the same reasoning. Argumentation about trust thus far
has focused on arguing about whether or not a communi-
cated trust evaluation ought to be accepted or not [Pinyol
and Sabater-Mir, 2010; Matt et al., 2010]. For arguing
about the models themselves, a new way of looking at com-
putational trust models is necessary. Current models can
be considered monolithic: evidence is provided as an in-
put and the model performs calculations, resulting in a trust
evaluation as output. To be able to argue about why one
trust evaluation is better than another the first step is for an
agent to be able to reason about its own trust model. Cur-
rent work is moving in this direction [Pinyol et al., 2008;
Castelfranchi and Falcone, 2010]. I consider an agent based
on multi-context systems as in Pinyol et al’s work [2008] and
have extended this model to allow for the specification of trust
models in a reflective manner. I aim to implement this, allow-
ing an agent to pro-actively adapt its trust model. Using this
specification of the trust model, the next step is to define an
argumentation protocol, that allows agents to convince each
other of the correctness of their trust model, given the spe-
cific domain the agents inhabit, and to achieve alignment in
this manner. Eventually the two methods might be combined,
providing an agent with a number of options to interpret an-
other agent’s trust, or even use a combination of methods. In
the long term I intend to explore the interplay of the various
alignment methods.

5 Conclusion

The doctoral research described focuses on the problem of
Trust Alignment. The first part of this research was to for-
malize it and the second part, which is still ongoing, is to

provide different methods for agents to solve the problem of
Trust Alignment. The first of these is to use machine learn-
ing techniques to learn a translation between the other’s and
one’s own trust evaluation, and the second is using argumen-
tation to convince the other to adopt one’s own trust model.
The aim is to eventually be able to use a mix of both methods,
depending on the situation encountered.
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