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Abstract: Hate speech expresses prejudice and discrimination based on actual or perceived innate
characteristics such as gender, race, religion, ethnicity, colour, national origin, disability or sexual
orientation. Research has proven that the amount of hateful messages increases inevitably on online
social media. Although hate propagators constitute a tiny minority—with less than 1% participants—
they create an unproportionally high amount of hate motivated content. Thus, if not countered
properly, hate speech can propagate through the whole society. In this paper we apply agent-based
modelling to reproduce how the hate speech phenomenon spreads within social networks. We reuse
insights from the research literature to construct and validate a baseline model for the propagation
of hate speech. From this, three countermeasures are modelled and simulated to investigate their
effectiveness in containing the spread of hatred: Education, deferring hateful content, and cyber
activism. Our simulations suggest that: (1) Education consititutes a very successful countermeasure,
but it is long term and still cannot eliminate hatred completely; (2) Deferring hateful content has
a similar—although lower—positive effect than education, and it has the advantage of being a
short-term countermeasure; (3) In our simulations, extreme cyber activism against hatred shows the
poorest performance as a countermeasure, since it seems to increase the likelihood of resulting in
highly polarised societies.

Keywords: hate speech; hate spread; countermeasures; social networks; opinion diffusion; education;
deferring hate content; cyber activism

1. Introduction

In recent years, many concerns have arisen related to hate speech (which can take
several forms and is known by different names such as derogatory language [1], big-
otry [2], misogyny [3], bullying [4], or incivility [5]) and hate dissemination on the In-
ternet (a.k.a. cyberhate). According to the United Nations, hate speech is defined as
“the attack or usage of pejorative or discriminatory language with reference to a per-
son or a group based on their religion, ethnicity, nationality, gender or other identity
factor” (https://www.un.org/en/genocideprevention/documents/UN%20Strategy%20
and%20Plan%20of%20Action%20on%20Hate%20Speech%2018%20June%20SYNOPSIS.pdf,
accessed on 1 November 2021). These arisen concerns are well founded, as the usage of
hateful language has become common on online social media. This is specially the case on
community platforms, such as Gab, where the amount of hateful messages has steadily in-
creased over the last years [6]. Gab.com is an American social networking service launched
publicly in May 2017 that is known for its far-right userbase. It is critizised for using
free speech as a shield for users and groups who have been banned from other social
media. Other platforms, such as Twitter, also show a similar tendency in that hateful users
have become more extreme [7]. In fact, some authors have noted that the spread of their
messages seems to be inadvertently supported by the algorithms of the social networks [8].
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To counter this problem researchers and politicians have proposed several measures
with different temporal horizons. General long-term measures emphasise on education
of democratic values and tolerance [9] as well as developing critical thinking [10]. They
are proposed in order to introduce positive bias into the society, thus inhibiting the prop-
agation of hate speech. Awareness campaigns by governmental organisations focus on
mid-term effects and try to prevent forming negative prejudices against out-groups and
minorities. Others propose expensive manual community management (i.e., moderation)
or intrinsically motivated counter speech [11]. In contrast, the short-term measure of
automatic message filtering (or blocking of hateful users) is criticised as, for some cases,
it could be used against the freedom of expression human right. Moreover, this counter-
measure bears hidden risks of having hateful users being just displaced to other platforms
and not really eliminated [12]. In fact, despite the risks associated with banning users,
there are some successful experiences that support it. For example, Reddit performed a
massive banning of hateful groups in 2015 that did not lead to the displacement of haters
to other subreddits/groups [13]. Additionally, the Twitter’s user purge in 2017 neither lead
to direct migration of haters to Gab—a more radical platform—since they were already
there [6]. Exhaustive evaluations of these countermeasures, however, are still lacking and
it is difficult to assess the effectiveness of these initiatives and, much less, to compare them
among each other.

However, real social networks are too complex to experiment on, and therefore, this
paper is devoted to propose an agent-based model [14] as a virtual experiment for the
simulation and comparison of countermeasures against the spread of hatred (note that this
paper is an extended version of [15]). Although multi-agent based simulations encompass
several simplifications, they are definitely useful to conduct what-if analysis to assess
the system’s behaviour under various situations [16–18], which in our case correspond to
different countermeasures. Specifically, we first build a hate speech propagation model
based on current research insights on the behaviours of hateful users in social networks.
Secondly, we simulate and compare three alternative countermeasures with different
temporal effects: education, deferring hateful content and counter activism.

This paper is structured as follows. The next section introduces related work. Then,
we bring forward some definitions in Section 3, which are used along the paper. Next,
Section 4 defines the baseline propagation model so that Section 5 can then model the
three alternative countermeasures. Subsequently, Section 6 presents the simulation results.
Finally, the last section concludes the paper and discusses future work.

2. Related Work

This section is devoted to introduce the literature on hateful users and their behaviours,
mathematical models of opinion spread research, and existing simulations related to
the hatred.

2.1. Characterising Hateful Users in Social Networks

The literature has clearly identified that hateful users exhibit a very different behaviour
than regular (normal) users. Their psychological profile describe them as being energetic,
talkative, and excitement-seeking [19]. Nevertheless, in addition to these positive traits,
they are also found to be narcissist, lack of empathy, and manipulative [20]. Moreover,
haters show high activity on social media and follow more people than normal users.
Despite the fact that hateful users gain 50% less back-followers for every spawned following
relationship per day, they can receive much more followers over the lifetime of their
accounts due to their high activity [21]. Surprisingly, although the amount of hateful
persons is extremely limited and does not exceed 1% even on Gab, they are responsible
for an non-proportionally high amount of content [6]. Moreover, their content can spread
faster and diffuse in longer strains trough the network when forwarded by other users [22].
In fact, although hateful content seems to be less informative on Twitter, since this content
contains less URLs and hashtags it is known to be more viral when enriched with images
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or videos [23]. Finally, hateful users turn out to be very densely connected and show more
reciprocity (i.e., they follow back more often) than normal users [21,22].

In addition to characterising hateful content, researchers have also studied their effects
on the content receivers. As expected, the impact varies depending on whether the receiver
belongs to the targeted group (i.e., the victims of hatred content) or not (i.e., they just
are listeners/followers receiving the content). Frequent and repetitive exposure to hate
speech can lead to desensitization, decreaseing the listeners’ harm perception. Moreover, it
increases prejudices against the victims [24], attempting to construct and maintain a reality
of domination of one group over another [25].

2.2. Models of Opinion Diffusion

When modelling social networks, researchers use a mathematical graph abstraction.
Thus, a social network is built as a graph G = (E, V) composed of a set of vertices V, which
correspond to users, and a set of edges E representing how they relate (and communicate).
Usually, individual opinions about a given topic are represented as numerical values
in the interval [0, 1]. Both limits of the interval are associated with the extreme stances
about the considered topic. In the case of hatred, 0 stands for a very non-hateful opinion
whereas 1 stands for the most hateful opinion. Users influence one another by sending
messages—through their connecting edges—that lead to a change on their opinion.

The literature has proposed different models for opinion change/diffusion. Here we
just introduce a comprehensive (but not exhaustive) set of works. On the one hand, some
models are based on the concept of consensus. Thus, Dimakis et al. [26] uses Average
Consensus Gossiping (ACG) to force the entire network to converge to the average of
all initial opinion values. Alternatively, the aim of DeGroot model [27] is to come to
a consensus by using trust as a means to induce differences in the influence of users.
DeGroot model was recently applied to the research on hateful behaviours on Twitter and
Gab platforms to adjust the score for hate intensity of users [6,21]. On the other hand,
bounded confidence models are proposed to follow the intuition that people usually do not
accept opinions too far from their own, which is known as confirmation bias. For instance,
Friedkin and Johnson [28] add some kind of stubbornness, distinguishing between an
intrinsic initial opinion, which remains the same, and an expressed opinion, which changes
over time. In contrast, Hegselmann and Krause (HK) [29] introduce confidence level—
a threshold for opinion difference. Deffuant and Weisbuch (DW) [30] were the first to
use asynchronous random opinion updates of two users considering the confidence level.
Finally, Terizi et al. [31] conducted extensive simulations showing that Hegselmann–Krause
and Deffuant–Weisbuch outperform other models in describing the spread of hateful
content on Twitter.

2.3. Multi-Agent Simulations in the Context of Hatred and Polarisation

To the best of our knowledge, most multi-agent simulations devoted to the phe-
nomenons of the hatred and polarisation use a two-dimensional grid as communication
topology. Jager and Amblard [32] conducted a general simulation based on the Social Judge-
ment Theory [33] to demonstrate consensus, bi-polarisation or the formation of multiple
opinion groups as a result of the opinion forming dynamics. Stefanelli and Seidl [34] used
the same theory to model opinion formation on a polarised political topic in Switzerland.
The authors used empirical data to set up the simulation and validate their results. Bilewicz
and Soral [1] proposed their own model of the spread of hatred which is dependent from
the level of contempt, social norms and ability to identify hate speech. As apposed to
this, Schieb and Preuß [35] employed a simplified version of the Elaboration Likelihood
Model [36] on a message-blackboard and restricted the communication to a closed group
of agents. In contrast to the models presented here, where the underlying psychological
models use multiple influence factors to model opinion, works in previous Section 2.2
rely on a simple combination of one-dimensional opinion values. In general, none of
mentioned models considered more complex topologies of social networks, neither they
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studied countermeasures against the spread of hatred in comparison to each other, which
is the main contribution of this paper.

3. Terminology

This section is devoted to introduce the terminology required to properly describe
our models.

Hate score is the central metric in our work and represents the users’ attitude and opinion
about some polarised topic, which is discussed within a social network. For instance,
immigration laws or equal rights of men and women. It is a real number in [0, 1], where
both extremes correspond to a very non-hateful and hateful opinions, respectively. We
use the hate score as a user opinion value in our diffusion models but also as a threshold
to characterise users. The same concept was also employed by Mathew et al. [6] who
showed that hate score distribution on Gab is positively biased towards a non-hateful
stance. Similarly, we define a user as hateful when hate score ≥ 0.75 and signal it as a
red dot in the network graphical representation (see Figure 1). Otherwise, (i.e., when
hate score < 0.75) we assume the user to be normal and represent it as a black dot. We
take this threshold in accordance to—and for better comparability with—previous work.
As stated before, the amount of haters is known to be a minority of ca. 1%. Therefore,
we model the hate score using the Gamma distribution Γ(α, λ) as depicted in Figure 2, so
that the area under curve for x > 0.75 is ca. 0.01. For those rare cases when the Gamma
distribution naturally exceeds the value of 1 we artificially set users’ hate score to the
extreme stance of 1.

Figure 1. Hate core: Densely connected hateful users (red nodes) within the overall network mostly
formed by normal users (black nodes).

Hate core is a network component consisting of densely connected hateful users. Figure 1
depicts how most hateful users (in red) are clustered together. Such components emerge
from the high cohesiveness among hateful users as well as from their higher activity. It is
also worth noticing that, although single users within a hate core do not exhibit the same
influence as some famous mainstream users, as a compound, the hate core can achieve
similar effects on the network and attract other users.
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Figure 2. Gamma distribution Γ(α = 10, λ = 25) with the mean value µ = 0.4 used to sample hate
score values for new users who join the simulated social network.

Hate strains are extensions of hate cores. As illustrated by Figure 3, hate strains consist
of connected hateful users, but exhibit less network density among them than the hate
core that originated them. Most often, hate strains emerge from a hate core as the result of
opinion diffusion under the negative influence of the hateful users in the core.

Figure 3. Hate strains (zoom): Hate core disseminating hatred in red strains to nodes with lesser
network density.

Swap to a hateful society (by society we mean all the users in the social network). We
identify such network transformation when hateful content floods the network and leads
to a swap in the opinion of a significant number of users. In particular, we consider a
society to be very hateful when the amount of hateful users exceeds 30% of all users in
the social network. In fact, experiments have shown that after having trespassed this
30% limit, it becomes extremely difficult to return to a non-hateful society within the time
scope of our simulation. Thus, although there may be some exceptions (as hate spread
could still be stopped if strategical nodes with high influence within a hateful group were
convinced to become non-hateful), we consider swap to a hateful society as the outcome of
an irreversible process, which destabilises the society in a very severe way.

4. Our Multi-Agent Social Network: The Baseline Model

Agent-Based Modelling (ABM) [14] has been successfully used in social sciences to
simulate and study social systems from the complex adaptive system perspective [37]. It is
especially suited for those cases where it is difficult to predict the future behaviour of the
whole system analytically, although insights of isolated behaviour of individuals are avail-
able. Considering this, we resort to agent-based modelling to simulate a social network
where users distribute content. In this manner, each user—which formally corresponds to
a vertex in the graph—is modelled as an agent, and agents interact by distributing content
with their peer agents—edges in E. The type of distributed content depends on the user
profile, which can be normal or hateful. In what follows, Section 4.1 details how such
users are added and connected in the network. Then, Section 4.2 exploits the insights from
the previous research briefly introduced in Section 2 to model the spread of hatred. Our



Appl. Sci. 2021, 11, 12003 6 of 19

aim is to ensure that our model is able to mimic those findings from previous work. We
refer to the resulting model as the baseline model to stress the fact that subsequent sections
enrich this baseline model with different countermeasures and study their effectiveness in
containing the spread of hatred.

4.1. Network Construction

Initially, we create a very small predefined clique of two nodes. A clique is a maximal
complete subgraph of a graph [38]. In this manner, the two distinct vertices in the clique
are adjacent. Subsequently, we apply a network growth process iteratively, by connecting
new nodes (i.e., agents/users) to an existing social network, which was grown in previous
iteration steps. Following this process, nodes are created and connections are spawned to
existing nodes according to some rule.

In particular, we reproduce the structure of a social network by applying the preferential
attachment iterative method [39]. Figure 4 shows an example of the simulated network
we build during this phase. Briefly, in each round, when joining the network, new users
connect to existing users with a probability corresponding to the node degree (amount of
followers). So that users with many followers are more likely to receive new followers.
Since this preferential attachment method does not distinguish between different user
profiles, we extend it for considering hateful users.

1. Firstly, we create, for every simulation round (tick), a new user node and assign it
with a hate score that is sampled from the Gamma distribution Γ(10, 25), the lavender
(right-most) distribution depicted in Figure 5 (recall, from Section 3, that we do so to
produce a proportion of about 1% of hateful users in the network). As a consequence
of this hate score assignment, the new node becomes a normal user or a hater.

2. Secondly, for each tick, we also connect the newly created user node with some other
users so to mimic their behaviour on Gab and Twitter as described in Section 2.1.
Specifically, we proceed by defining several variables that help us tailor the network
connections as follows:

• When joining the network, a new hateful user creates twice new connections
than a normal user. In our simulations, a hater sets ch = 2 connections, whereas
a normal user only establishes cn = 1 connection (in the code, these limits are set
with variables n_following_conn_hater and n_following_conn_normal, respectively).
We adhere to Twitter’s terminology and refer to the new created node as the
follower and the node it connects to—i.e., the one being followed—as the followee.

• A normal user connects to an existing user within the network according to the
preferential attachment method, without considering its hate score. Conversely,
a hateful user will prefer to attach to haters. In particular, a newly created hateful
user opts in to connect to another hateful user with a probability ph→h = 0.9 (the
arrow→ in the notation indicates connection and, as for the code, this probability
ph→h appears as p_hater_follows_hater), and thus, it can still connect to a normal
user with a probability of ph→n = 0.1. Preferential attachment is then used to
choose the specific hater to connect to. As a response, the hateful followee spawn
s a following connection with the same probability ph←h = 0.9 (the arrow← in
the notation indicates following back and, as for the code, this probability ph←h
appears as p_hater_back_follows_hater).

• Hateful users receive less followers from normal users per time interval. Hence,
following back by normal users is modelled with a probability pn←n = 0.8 and
ph←n = 0.4. Lastly, haters will be less likely to follow back normal users with
pn←h = 0.08 (in the code, these probabilities appear as p_normal_back_follows_normal,
p_normal_back_follows_hater, and p_hater_back_follows_normal, respectively).
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Figure 4. Representation of the network during the growth phase. Blue circles represent normal
users, red circles correspond to hateful users. Arrows signal influence relations.

Figure 5. Alternative hate score probability distributions modelled with Γ(α, λ) distribution.

4.2. Opinion Diffusion by Content

The connections created in the network become the paths for opinion diffusion, since,
if a user post some content, their followers will receive it and, as a result, may change their
opinion. In the bounded confidence models described in Section 2.2, the influence of users
is limited to its followers. However, in social networks such as Twitter, the content created
by users can be reposted and, thus, arrive to and influence further audience.

Here we reuse the concept of confidence level, a threshold for opinion difference, de-
fined in the Hegselmann–Krause (HK) model [29] and introduced in Section 2.2. Following
the ideas of the heterogeneous HK model, we define the threshold τi for accepting the opin-
ion of other users tailored for every user i depending on their hate score. The assumption
is that: (i) extreme users tend to have rather fixed opinions, which cannot be changed by
any influence; and (ii) alternatively, those with a middle hate score may be more open to
accept opinions that differ from their own, and in fact could be still dragged to one of the
extremes. Figure 6 depicts the function used for the threshold: extreme left and right sides
of the possible hate score values exhibit fixed opinion (i.e., with a threshold of 0) whereas
median users have a threshold of 0.49.
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Figure 6. Threshold for accepting foreign opinion subject to the user’s hate score.

Additionally, we borrow the formula of opinion adaption from the Deffuant–Weisbuch
(DW) model [30] (see Section 2.2), but apply it to the author’s opinion carried within a post.
Thus, a post of user j will influence the opinion of user i by a factor µ = 0.05 at the round k,
if the difference of both opinions is below a confidence level τi:

xi,k = xi,k−1 + µ · (xj,k−1 − xi,k−1), iff |xi,k−1 − xj,k−1| < τi (1)

where xi,k represents the opinion of user i at time k and the τi threshold is modelled as the
previous triangular function on the users’ opinion (hate score) in Figure 6.

As aforementioned, in our simulations of content diffusion, we consider that followers’
opinions may change when the followees post new content but also when they repost.
In particular characterise our diffusion model as follows:

• Hateful users are very active and post at every round (i.e., with a publication probabil-
ity ph_pub = 1), whereas normal users only post with probability pn_pub = 0.2 (in the
code, these probabilities appear as p_publish_post_hater and p_publish_post_normal,
respectively).

• A post cannot be reposted twice by the same user. However, it can be reposted with
some low probability even if the opinion does not correspond to reposter’s own opin-
ion. We align here with the retweet statistics provided by Ribeiro et al. [21] and set
reposting probabilities between normal (n) and hateful (h) users to rn→n = 0.15,
rh→h = 0.45, rn→h = 0.05 and rh→n = 0.15 (here, the arrow → indicates con-
tent flow and, in the code, these probabilities appear as p_normal_reposts_normal,
p_hater_reposts_hater, p_normal_reposts_hater, and p_hater_reposts_normal, respec-
tively). In this manner, a hater will repost a normal post with the lowest probability.

• In order to model different users’ activity profiles, we limit the amount of reposts that
a user can perform per round by setting variables to max_reposts_by_normals = 2 and
max_reposts_by_haters = 6.

5. Modelling Countermeasures

This section describes how we enrich the baseline model in previous section with three
alternative countermeasures aimed at containing the spread of hatred: education, deferring
hateful content, and counter activism. The next subsections provide the necessary details
about how these measures are modelled within our model.

5.1. Educational Bias

Education is considered the main long-term measure to counter the spread of hate
speech. Indeed, advocates of free speech favour this measure over automatic filtering [40],
which they strongly criticise. Education is aimed to develop critical thinking [10], enabling
individuals to open discussions about any topic. Structured and argumented debates
ought then lead to opinion forming and foster thinking [41]. Although education does not
always result in tolerance (programmes fail to mitigate prejudice if they overlook factors
such as values or ego defense [42]), from the perspective of the so called media literacy,
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education develops the skills to recognise hate speech itself [11]. Therefore, people need to
be instructed in the usage and interpretation of modern digital media, and this is especially
the case for youngsters.

Additionally, education can introduce an initial bias into the view of the population,
e.g., by teaching democratic values and human rights [9]. However, rather than modelling
how this positive bias is actually introduced (i.e., how education is implemented in the
society), we can simply model its effect by skewing the hate score distribution used in the
creation of the society. The mean value of the whole distribution should then move into
the direction of non-hateful persons, hence decreasing the tendency towards the hatred.
However, we assume that, despite the educational bias on the majority of the population,
the group of very hateful persons will still be present in the population with the same
proportion. So, the parameters of the Gamma probability distribution Γ(α, λ) are adjusted
in such a way that the fraction of hateful persons stays invariably ca. 1% but their mean
values µ are decreased. Figure 5 shows the baseline distribution Γ(10, 25) and four further
distributions with their corresponding mean values which vary from µ = 0.40 down to
µ = 0.23. In this manner, we do not model how the positive bias is introduced into the
population but take it for granted and simply apply the bias (i.e., the positively-skewed
alternative distributions in Figure 5) to the population during the network construction
phase (see Section 4.1).

5.2. Deferring Hateful Content

Hate motivated content seems to spread faster and farther through social networks
than content generated by normal users. Thus, it can trespass community borders and
reach out to wider audiences. The root of this behaviour seems to lie in the higher virality
of the hate content, which is achieved, e.g., by usage of emotion triggering images [22].
Therefore, decelerating the publication of content or its visibility without filtering it out
completely might already have a positive effect to deescalate conversations on polarised
topics. This deceleration (or deferring) has the advantage of not infringing the freedom of
speech as filtering and deleting of content would do.

Earlier theoretical work by Dharmapala and McAdam [43] proposed a utility-based
model of hate speech influence that reveals that the perceived amount of hate speakers
play a key role for motivating other users to join and engage in hate speech, making
conversations more viral. It is also known that the lifetime of hateful conversations does
not exceed a few days and has a culmination within the margins of one day [44]. This might
be explained by people’s fast emotional responses—triggered by some event—which settle
down rapidly. Hence, we take the assumption that deferring hateful content (i.e., posts)
might deescalate conversations on polarised topics due to decreased perceived amount
of participants and stabilised emotional state of responders. As far as we know, such
responses (i.e., reposting, replying or liking) give more weight to the content and lead
to better promotion of it by internal algorithms of social networks [8,45]. In this work,
the response to such content is interpreted as reposting and, thus, the countermeasure of
deferring posts and deferring reposting should contribute to decrease the participation in
“hot” topics as well as to make hateful content less viral. We model this countermeasure
by decreasing the willingness of posting/reposting hateful deferred content: The longer it
was deferred, the less the willingness to post/repost.

Deferring hateful content constitutes a short-term countermeasure that we apply
during the opinion diffusion phase in our simulations (see Section 4.2). We implement this
countermeasure by considering two variables:

• We employ a variable pde f er that stands for the probability of deferring a hateful post
at each round (in the code, probability pde f er appears as p_de f er_hate f ul_post). Any
hateful post can be deferred again, if it is reposted in further rounds.

• In addition to parameters in Section 4.2, a cumulative factor f _repost_de f erred_post =
0.5 is used to decrease the probability of being reposted. This means that the proba-
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bility of being reposted would diminish by a factor of 0.5 for posts deferred for one
round, 0.25 for 2 rounds, 0.125 for 3 rounds and so on.

5.3. Counter Activism

Counterspeech is defined as a direct response to hateful or harmful speech which
seeks to undermine it. Examples of counterspeech are the presentation of an alternative
narrative, rebuking a person for inadequate expressions and convincing a person to change
discourse [46].

Counterspeech can be organised by institutions or campaigns but can also be sponta-
neous, although counterspeech that is conducted by organised groups is associated with
a more balanced discourse [7]. Overall, a large scale analysis of conversations related to
current societal and political issues on German Twitter between 2013 and 2018 revealed a
slight increase of counter tweets in recent years [7]. Additionally, investigations on the case
of hate against the Roma Minority in Slovakia has shown that counterspeech can motivate
other people to express their opinion against hate speech [47].

In addition to the expected positive effect of promoting anti-hate slogans and to spread
positively influencing messages, counterspeech can have different outcomes [46]. On the
one hand, extreme opinions of counter speakers tend to be rather ignored [35,48]. On the
other hand, the conversation can escalate the hate and counter speakers may become
victims themselves. This is especially the cases when utterances are perceived as a threat to
one’s own social identity [5]. Thus, moderate counterspeech may be more effective. Indeed,
experiences from the activist group Red Levadura (https://redlevadura.net, accessed on
1 November 2021) reveal that emotional expression and empathy are the key factors for
success of counterspeech [49]. In fact, counter speakers/activists have been identified as
agreeable, altruistic, modest and sympathetic individuals [19].

Together, counter activists constitute a counter movement that act as the pole of ‘the
good’, which could subsume different counteractivities such as organised counterspeech
or public awareness campaigns. In our model, counter activists spread positively influ-
encing messages whose hate score are in the lowest values, so within the interval [0, 0.25)
from the default Gamma distribution Γ(10, 25) in this work—the lavender (right-most)
distribution depicted in Figure 5. As counter activists react against existing hate spread-
ing groups, we implement them as a mid-term measure that starts during the opinion
diffusion phase (see Section 4.2), where activists are sampled from the group of non-
hateful persons with a probability pconvince (in the code, probability pconvince appears as
p_convincing_to_become_activist), instead of from persons who are just joining the net-
work. By default, their opinion is not fixed (however, activists’ opinions can be fixed in the
code by setting the stubborn_activists? variable to true) and can change due to opinion
diffusion. When it exceeds hate score ≥ 0.25 they change to normal activity, but keep
previously created connections. Furthermore:

• On becoming activist (denoted as a), a person spawns additional following connec-
tions ca to the group of all activists (in the code, this ca limit is set with the vari-
able n_ f ollowing_conn_activist_additional), which are answered with the probability
pa←a = 0.9 (in the code, probability pa←a appears as p_activist_back_ f ollows_activist).

• Activists are as active as hateful users and, thus, they publish posts with the probability
pa_pub = 1 at every round (in the code, probability pa_pub appears as p_publish_post_
activist).

• The maximal amount of reposts that an activist can perform per round is set to ma = 6
so that they promote non-hateful content frequently (in the code, ma appears as
max_reposts_by_activists). However, they never repost any content of haters (and
vice versa) and the reposting probabilities are ra→h = rh→a = 0, ra→a = 0.45 and
ra→n = rn→a = 0.15 (in the code, these probabilities appear as p_activist_reposts_activist
and p_normal_reposts_activist, respectively).

https://redlevadura.net
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6. Simulation Results

We used NetLogo multi-agent modeling environment (http://ccl.northwestern.edu/
netlogo/, accessed on 1 November 2021) to implement our model. The resulting simulator
is publicly available (see Data Availability Statement) together with the tests we carried
out to analyse the simulation results and the obtained data (associated tests and resulting
simulation data are also publicly available).

As introduced by Section 4, the simulation is conducted in two phases. First, the net-
work construction phase (see Section 4.1) is run until t1 ∈ [0, 500, 1000, 2000, 5000] rounds
(ticks), which creates a network with about as many user nodes (more precisely, since we
start with an initial network of two nodes and we add one network node per round, then
the network finishes this phase having a size of t1 + 2 nodes). Then, our opinion dynamics
phase from Section 4.2 starts so that the network is grown for further 1000 rounds. Figure 7
depicts a screenshot of opinion diffusion in our simulation where both hateful and non-
hateful posts are being distributed. Both posts and reposts are represented as solid circles,
so our visualization (the graph layout algorithm is based on the Fruchterman–Reingold
layout algorithm [50]) does not distinguish the publishing of original content from its
subsequent reposting. Moreover, the direction of links indicates influence: we signal that a
followee user A influences its follower B by a directed arrow (i.e., a link in the model) that
goes from A to B. Thus, the amount of out-going links (i.e., the out-degree) of a user node
corresponds to its amount of followers.

Each simulation is conducted 100 times for building the following average metrics:

• Fractions of normal and hateful persons, which correspond, respectively, to the pro-
portion of the normal and hateful persons over the whole network population.

• Fractions of normal and hateful posts: the proportion of posts authored by hateful and
normal users over the whole amount of posts that exist at the current round. Notice
that the amount of posts per round can be much higher than the amount of existing
persons, because of the possibility to repost multiple posts from the own neighbours.

• Mean and standard deviation of hate score distribution within the society.
• Ratio of network densities of hateful over normal users, which shows how much the

group of hateful users is more cohesive than the group of normal users. Network
density for each group is computed as the division of actual_connections/potential_
connections, where potential_connections = n(n− 1)/2 and n is the network popu-
lation. The overall ratio is then computed as the division of both network densities:
densities_ratio = network_density_haters/network_density_normals.

• Reciprocity of following within normal or hateful users. When two users follow
each other (i.e., a followee back-follows its follower) we count these two links as
one reciprocal connection. Then, we compute the number of reciprocal connections
divided by all connections within a specific group—be it the haters or the group of
normal users.

• Mean followers and mean followees, e.g., mean followers corresponds to the average
amount of out-going influence connections over a group of (hateful or normal) persons.

• Mean ratio follower/followee: the average of out-going/in-coming influence connec-
tions. This metric shows the connectivity profile in terms of following relations and
is of interest because haters are known to have less followers than the following
connections their create.

• Mean path length of reposts through the network: the average over all post path
lengths through the network. It is computed considering that each post generates
multiple paths if reposted by different followers.

• Fraction of swaps to a hateful society: proportion of runs which end with a swap
(i.e., having more than 30% of hateful users, see Section 3). Those are not taken into
account for none of the above metrics due to the instability they introduce. Instead,
they are tracked separately through this specific metric.

http://ccl.northwestern.edu/netlogo/
http://ccl.northwestern.edu/netlogo/
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Figure 7. Representation of the network during the opinion diffusion by content. Blue and red dots
represent content originally authored by normal and hateful users, respectively. In the center we can
clearly see a densely connected hateful network component, which is infecting an influential normal
user with hateful content. Infected influential users serves then as a proxy to spread content.

6.1. Validating the Baseline Model

Validation of the baseline model is an important step for this work, since it normalises
the simulation with real statistics on hateful users. Regarding the first phase of network
construction, multiple metrics could be satisfactorily reproduced in accordance to the
state-of-the-art. However, runs resulted in extremely high network density ratios of hateful
users over normal users which turned out to be ca. 11 times more than reported by [22].
Additionally, the amount of followers as well as the ratio between followers and followees
of haters were too high compared to normal users. Subsequently, during the second
phase of opinion diffusion, these metrics decreased until being very close to the reported
values for higher network sizes. Table 1 details a subset of the resulting average values for
simulations with varying number of ticks. As signaled in red, only the reciprocity among
hateful users were too low compared to normal users. Although this might be repaired by
introducing additional rewiring rules for users who switch from normal to hateful state,
we advocate for the simplicity of the model and leave this for future work.

Simulation results also show an interesting fact in comparison between the phases of
network growth without and with opinion diffusion. The switch from one phase to another
demarcates a structural change in the sub-network of hateful users. It allows hate cores to
disseminate hatred in strains to normal users with lesser network densities, showing that
true hate cores might be even more densely connected than reported by statistics about real
social networks. Overall, from these results, we can argue that our simulation represents
hateful behaviours in a reasonable way.
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Table 1. Simulation metrics for network growth with opinion diffusion by content. Diffusion
dynamics are carried out for further 1000 ticks after starting. H and N stand for hateful and normal
users, respectively. Red numbers in reciprocity rows signal values whose relation to each other is
different than reported in the literature, whereas the remaining black numbers correspond to those
similar to the reported values.

Metric Opinion Diffusion Starts after t Ticks

0 500 1000 2000 5000

Fraction of H users 0.024 0.027 0.039 0.048 0.062
Fraction of posts by H 0.210 0.256 0.320 0.361 0.429

Ratio network density H/N 79.130 79.605 58.116 63.550 26.061
Reciprocity between N 0.888 0.886 0.888 0.887 0.889
Reciprocity between H 0.725 0.751 0.736 0.758 0.761

Mean followers of N 1.783 1.774 1.772 1.770 1.765
Mean followers of H 2.312 2.626 2.382 2.450 2.263
Mean followees of N 1.788 1.784 1.784 1.784 1.780
Mean followees of H 2.311 2.383 2.155 2.144 2.025
Mean follower/followee of N 0.884 0.880 0.883 0.878 0.878
Mean follower/followee of H 0.763 0.826 0.880 0.815 0.784

Mean path length N posts 0.699 0.693 0.706 0.704 0.705
Mean path length H posts 1.738 2.148 2.274 2.357 2.627

6.2. Countermeasures Simulation Results

Once we have been able to successfully replicate the behaviour of hateful users in a
social network, we can now proceed to evaluate the influence of the three countermeasures
we have implemented.

6.2.1. Educational Bias

As previously described in Section 5.1, simulations of the usage of education as a
countermeasure are based on our definition of hateful user in Section 3. Specifically, we set
a user to be hateful when its hate score is larger than a given threshold. As hate score is
assigned considering a Gamma distribution, we then induce stronger positive bias in the
users’ hate score by decreasing the α parameter in the distribution (see Figure 5).

Our simulations show that the effect of this countermeasure is two-fold. On the one
hand, considering the fraction of hateful persons, we can observe, from the top of Figure 8,
that if we take as reference the hate scores set when α = 10 in the Gamma distribution,
then, all subsequent (lower) α values imply a substantial decrease in the amount of hateful
persons, even if they are not completely removed from the society. Indeed, even with the
strongest educational bias, which sets α = 2 and reduces the fraction of hateful persons
below 0.02 for all the considered network sizes, the amount of haters does not fall below of
1%. Similarly, as shown in the middle of Figure 8, the amount of hateful posts decreases
down to below 0.27 for all network sizes when α = 2. Additional tests show that the risk
of swaps to a hateful society drops from 25% below 5% for the values of α = 6, 4, 2 for
all network sizes. These tests also show that the mean hate score have similar values for
all network sizes and steadily decrease from ca. 0.4 for the original Gamma distribution
(i.e., with α = 10), down to a ca. 0.1 for α = 2. This can be explained by the structure
of the network that results from using preferential attachment, where some nodes have
unproportionally higher influence. Hence, applying a skewed distribution upon it can
skew the final distribution even more after opinion diffusion.
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Figure 8. Effects of the education as countermeasure for different network sizes (0, 500, 1000, 2000,
5000) and depending on the α parameter of the Gamma distributions as shown in Figure 5: (Top)
fraction of hateful users; (Middle) fraction of hateful posts; (Bottom) ratio of network densities of
hateful to normal users.

On the other hand, the density among hateful users increases as depicted on the
bottom of Figure 8. The same happens for the reciprocity and mean follower-followee ratio.
This increase is due to the fact that education impedes the emergence of hate strains, so
that hateful persons stay among like-minded within highly densely connected hate cores.
Additionally, the mean path length of hateful posts increases linearly. This is a consequence
of the fact that, although hate posts have much less room to unfold by reposting within
hate strains (see Figure 3), hateful posts can still make very long paths by circulating
posts between persons within a hate core (see Figure 1). Overall, and despite this increase
of the density, the effect of the education countermeasure can be summarised as being
very successful.

6.2.2. Deferring Hateful Content

As Section 5.2 details, the simulations aimed at studying the effect of deferring hateful
content are conducted by varying the deferring probability pde f er and considering that
a value of 0.7 deems realistic if we take into account the state-of-the-art accuracy in

recognition of hate speech [51]. The obtained results show that, compared to the education,
this countermeasure is less successful in decreasing the fraction of hateful persons as can
be seen on the top of Figure 9, where a value of pde f er as high as 0.9 still results in a fraction
of hateful users that varies from the ca. 4% for the largest network size down to a fraction
of ca. 2% for the smallest one. Surprisingly, we can even observe some kind of reluctance
and increase for pde f er < 0.5. As the middle of Figure 9 depicts, something similar happens
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with the fraction of hateful posts for the largest network size (i.e., 5000), although the main
tendency for all the network sizes and probabilities is to decrease values.

As for the mean hate score, it follows a similar pattern, where highest mean hate
score is ca. 0.425 for a pde f er = 0.3 in the 5000 network, and it goes down to ca. 0.39 for
pde f er = 0.9 in all the simulated networks. However, this countermeasure has an obvious
effect in decreasing the mean path length of hateful content from an initial range of ca.
[1.75, 2.6] for a pde f er = 0 (i.e., without deferring) down to a range of ca. [0.25, 1.1] for a
pde f er = 0.9 in all network sizes. More outstanding is its property in protection against
swaps to a hateful society as shown on the bottom of Figure 8, as it goes below 0.025 for all
network sizes when pde f er = 0.9.

Overall, we can observe that deferring results are similar to the ones from education,
but they have the advantage of having a short-term effect. We argue this is very relevant
because deferring content is aligned with the freedom of speech value, which is not the
case of other short-term countermeasures such as automatic filtering.

Figure 9. Effects of deferring hateful content as countermeasure for different network sizes (0, 500,
1000, 2000, 5000) and depending on pde f er, the probability of deferring hateful posts: (Top) fraction of
hateful users; (Middle) fraction of hateful posts; (Bottom) fraction of swaps to a hateful society.

6.2.3. Counter Activism

In the case of counter activists (see Section 5.3), we used five different simulation setups
with the aim of increasing the strength of the counter movement. Table 2 details how these
setups where parameterised. Specifically, the strength of the counter movement strictly
increases from setups #1, #2, #4, and #5 due to subsequent increases of the convincing
probability pconvince, the number of activists’ connections ca, the inclusion of stubbornness,
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and the selection of activists by their influence, respectively. Setup #3 is in fact a variation
of setup #2, as it has higher convincing probability but less connections.

Surprisingly, none of those simulations lead to a clear decrease of hateful users as
depicted on the top of Figure 10, where values fluctuate within the [0.025, 0.08] interval for
the different network sizes. Exceptionally, a decrease could be only recorded for settings
with bigger networks over 5000 users in setups 2–4. The same happens to the fraction of
swaps to a hateful society, whose values fluctuate in the [0.03, 0.41] interval for different
setups and network sizes.

Even so, a drop of the mean hate score was recorded—especially for the settings
with stubborn activists—as seen on the middle of Figure 10, the mean hate score drops
from ca. 0.4 to values within the interval [0.21, 0.32]. Thus, activists seem to create higher
polarisation within the society by dragging some persons into the positive direction without
affecting hateful persons. This depletes representatives of the median opinion, so that
people with higher hate scores are rather attracted by very hateful users.

Additionally, the bottom of Figure 10 plots an increase in the mean path length of
activists’ posts from values below 0.9 up to values of ca. 3.4. This can be attributed to the
strengthening of the counter movement and replicates the tendency of activists to mimic
the behaviour of hateful users. Overall, our simulations seem to suggest that activism needs
to be carried out in a very sensible way. Otherwise, it may not lead to the desired results.

Figure 10. Effects of counter activists as countermeasure for different network sizes (0, 500, 1000,
2000, 5000) and for the five different setups from Table 2: (Top) fraction of hateful users; (Middle)
mean hate score; (Bottom) mean path length of activists’ posts.
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Table 2. Experiment settings for activists’ countermeasure.

................................................................. Experiment Setup ............

# 1 # 2 # 3 # 4 # 5

Convincing probability pconvince 0.01 0.01 0.04 0.01 0.01
Additional connections to other activists ca 1 2 1 2 2
Fixed opinion (stubbornness) false false false true true
Select activists by their influence false false false false true

7. Conclusions and Future Work

This paper proposes a multi-agent model of the spread of hatred within social net-
works. We base our modelling on insights from previous research and take these as
reference to successfully validate the resulting model, the so-called baseline model. Then,
we enrich it by adding three countermeasures—education, deferring hateful content and
conter activism—and conduct a series of experiments to assess their effectiveness in con-
taining the spread of hatred. As a result, we conclude that: (i) Education proves to be very
successful long-term countermeasure, although it still cannot eliminate hatred completely;
(ii) Deferring hateful content shows a similar (lower) positive effect, but it also has the
advantage of being a short-term countermeasure; (iii) Cyber counteractivism needs to be
carefully articulated, as it can increase the society polarisation. Additionally, our simula-
tions seem to indicate that hate cores—which are responsible for hate spread—in real-world
social networks might be even more densely connected than reported by current statistics.

As future work, we plan to further refine our model to dive deeper in the study of
counteractivism and the other implemented countermeasures. In addition, we find it par-
ticularly interesting to model the effects on the content receivers by differentiating passive
listeners from the victims of the hateful content. Moreover, we also plan to incorporate ad-
ditional countermeasures such as awareness campaigns or tight community management.
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