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Abstract
Values are at the heart of human decision-making. They are used to decide whether some-
thing or some state of affairs is good or not, and they are also used to address the moral
dilemma of the right thing to do under given circumstances. Both uses are present in sev-
eral everyday situations, from the design of a public policy to the negotiation of employee
benefit packages. Both uses of values are specially relevant when one intends to design or
validate that artificial intelligent systems behave in a morally correct way. In real life, the
choice of policy components or the agreed upon benefit package are processes that involve
argumentation. Likewise, the design and deployment of value-driven artificial entities may
be well served by embedding practical reasoning capabilities in these entities or using argu-
mentation for their design and certification processes. In this paper, we propose a formal
framework to support the choice of actions of a value-driven agent and arrange them into
plans that reflect the agent’s preferences. The framework is based on defeasible argumenta-
tion. It presumes that agent values are partially ordered in a hierarchy that is used to resolve
conflicts between incommensurable values.
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1 Introduction

The point of policy-making is to “achieve a better state of affairs”. Thus, the key responsi-
bility of policy-makers is to choose the means that are likely to achieve such improvement.
Policy means are usually a combination of actions that stakeholders are encouraged either
to take or to avoid; together with the tools that help instrument them (norms, incentives,
persuasive messages, and so on). The choice of means is part of the policy-design pro-
cess which is a phase of a complex policy-making cycle that also involves negotiation,
enactment, evaluation and back to (re)-design.

Added complexity resides in the fact that policy-making is relevant in socio-political con-
texts involving multiple stakeholders with conflicting interests. For instance, in the domain
of agricultural water use, farmers may want to increase yield while environmentalists are
concerned with the health of the ecosystem [24, 41]. Argumentation is a device that is often
used to address these conflicts. Policy-makers may argue about the advantages of choosing
specific means or to compensate, refine or discard them. These arguments usually involve
values. Because values are directly involved in determining whether a state of affairs is
“better” or not than other, and also in determining what might be the “right” action to take,
under given circumstances.

Evidently, policy-making is but an instance of this dual use of values, and several other
contexts that involve deciding about or from values involve some form of argumentation. In
this paper, we use policy-making as a typical problem domain to illustrate how argumenta-
tion about values may be used. We limit our exploration to dialectical argumentation about
a proposal of a set of value-aligned actions situated within an explicit context, and use the
dialectical processes that may support selection of policy means to illustrate our ideas.

More precisely, in this paper we introduce an argumentation-based formalisation for
agents that reason with values. We propose a formalism based in Defeasible Logic Program-
ming [20] to analyse, on one hand, how the actions of an agent that has a goal in mind lead
to transitions from one state of the world to another promoting certain values; and, on the
other hand, how the set of actions that an agent may execute in order to achieve that goal
can be identified. A distinctive feature of our proposal is to characterise value-driven agents
that take into account hierarchical relations of values in order to choose action plans when
several values are involved in the decision.

Our task responds to a relevant challenge: to foster moral behaviour in artificial systems.
The rationale is that a distinctive aspect of our hyperconnected society is the existence of
autonomous artificial entities that make decisions that not infrequently may have substantial
consequences [19]. For example, autonomous vehicles, personal assistants, social coordi-
nation platforms, bot-based political campaigns, consumer profiling and micro-marketing.
The fact that these decisions may be driven by questionable or no values at all is a con-
cern that is being addressed from different approaches. One approach is to make explicit the
standards that such systems should adhere to in order to guarantee that certain values are
supported. This is the approach championed by the IEEE committee on ethical design of
autonomous systems [37]. A second approach is to make moral awareness an essential part
of system design, so that the resulting systems avoid pitfalls and support the intended val-
ues. This is the approach postulated by the Value-by-Design supporters [8, 33, 34]. A third
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approach, also described as the value alignment problem (VAP), is to condition autonomous
entities to “do the right thing” and make sure that the autonomy they may exhibit complies
with a set of values. A line of research within this approach is the development of artefacts
that enable formal support for the design and enforcement of accountable value aligned
behaviour [40]. Our paper belongs to this effort.

The focus on values, in our case, is cognitive. We are interested in the roles values
may play in the decision-making processes of individuals (including artificial autonomous
entities) and, more specifically in the use of practical reasoning to support value-driven
action.

There is wide consensus about the importance of values to guide behaviour. A dramatic
instance in favour of their significance is the editorial opinion about the Trump Admin-
istration published in the New York Times (09/05/2018) [4] where the anonymous author
condemns the president’s lack of values.1

Indeed, the values that people hold, together with other cognitive constructs like person-
ality, needs and motivation, have a significant effect on their goals and preferences [27, 28,
30, 36]. Schwartz et al. [44] define values as “concepts or beliefs, about desirable end states
or behaviours, that transcend specific situations, guide selection or evaluation of behaviour
and events, and are ordered by relative importance”. Moreover, Schwartz theory of values
[42] —which has substantial empirical support— recognises six properties of values:

(i) Values are beliefs.
(i) Values refer to desirable goals.

(iii) Values transcend specific actions.
(iv) Values serve as standards or criteria.
(v) Values are ordered by importance.

(vi) The relative importance of multiple values guides action.

This understanding of values makes explicit the two main roles of values we require: to
assess objective states of the world (“moral judgements”), and the relevance of values in
individual’s choices (“ethical dilemmas”).

Using values in practice —to validate value-imbued autonomous systems or in actual
policy-making negotiation— involves weighing their relevance and significance to choose
(often through negotiation) among several courses of action. In our proposal, we address
this issue, first, by holding a consequentialist view of values. In this view, one assumes that
the meaning of values is found in their consequences [34, 45] and, therefore, one may say
that an action is aligned with a value if the outcome of its performance improves the state
of the world. Implicit in this assumption is that one may observe the relevant part of the
world —through “indicators” (which are usually taken to be certain variables, parameters
or facts in the representation of the world) that reflect that value— and compare any two
states with respect to that value. Consequentialism only solves the problem of comparing
two states of the world with respect to a specific value but in most cases choosing a course

1“...We [many senior officials of the Trump’s administration] believe our first duty is to this country, and the
president continues to act in a manner that is detrimental to the health of our republic. That is why many
Trump appointees have vowed to do what we can to preserve our democratic institutions while thwarting
Mr. Trump’s more misguided impulses until he is out of office. The root of the problem is the president’s
amorality. Anyone who works with him knows he is not moored to any discernible first principles that guide
his decision making”.
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of action involves taking several values into account, simultaneously. To solve this problem
we propose to order values in a hierarchy. Although, in [43], Schwartz proposes a structure
between value types as a way to deal with universal requirements for human action. As we
shall discuss in Section 6, the use this type of structures associated with values has not been
extensively studied in the practical reasoning context.2

The rest of the paper is structured as follows. The next two sections provide background,
namely in Section 2 we introduce a running example and in Section 3 we give an overview
of Defeasible Logic Programming (DeLP). In Section 4 we present our characterisation of
agents that reason with values. Then, in Section 5 we discuss how our proposal handles
the comparison of values, and study some criteria based on values for comparing plans. We
discuss some related work in Section 6 and, finally, in Section 7, we present our conclusions
and possible directions for future work.

2 A running example

Visualise a geopolitical region where several stakeholders, including politicians and farm-
ers, are interested in making a “better use of water”. Policy-makers have the task of
translating their (political) principles into some goals or ends that reflect this improvement,
and accompany these with some means that are conducive to those ends. Thus, in one case,
policy-makers that hold utilitarian values would strive to obtain more revenue from every
cubic meter of water used. In order to achieve this improvement they may propose the
use of fertilisers or subsidising the adoption of modern irrigation systems. Ideally, farmers
that adopt these means would have better crops and larger income and therefore a “better
level of life”. Alternatively, ecologically motivated stakeholders who are interested in the
well-being of the community may claim that the utilitarian policy would lead to ecological
disaster unless other means, like restrictions and incentives, are implemented. Thus, even
when the goals of both parties may be compatible, if parties want to agree on a policy, they
still need to agree on means that may lead to states of the world that are acceptable to both
(maybe for different reasons). Consequently, in order to agree on a policy, parties may need
to argue in favour or against specific actions that may lead to particular outcomes.

We will build on this simplistic situation to motivate and illustrate our proposal. More
specifically, we look into a community of farmers who use traditional irrigation methods
to grow their crops, drawing water from a river and their own wells. Thus, farmers may
improve their use of water by making a more “productive” use of the amount of water; for
instance, by changing to better paid crops, using fertilisers to improve yield or introducing
drop irrigation or sprinklers to avoid evaporation and runaway losses. These changes may
have direct effect on income and the general well-being of the community but come along
with some expenses, financial risks and ecological effects. In this context policy-makers
would consider taking or fostering some actions that balance the potential improvements
with their undesirable effects.

2It should be noted that consequentialism is consistent with the notion that when several values are involved in
a decision, these values may be made “commensurable”. This means that one may combine their evaluations
into a single “index” that is used to compare states of the world and prioritise actions and plans of actions,
and the actual combination may be achieved through different aggregation models. In this paper, we do not
assume commensurable values, in fact our proposal to use a value hierarchy is precisely a way of dealing
with incommensurability. However, in the running example we suggest that although we deal only with three
values, these are in fact the aggregation of several variables that may stand for other (closely associated)
values.
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Table 1 Facts involved in policy
actions Label Meaning

hCP High Crop Prices

lRZ Low rainfall zone

lIT Low investment in farmers training

mIF Monthly (frequent) inspection of farms

dWZ Dry weather zone

sFA Supervised fertiliser application

To make matters simple, let us assume that policy-makers take three values into consider-
ation: economic development, environmental protection and workers well-being. Let us also
assume that these values may be objectively assessed through some indicators that reflect
the state of the world. Such indicators may then be combined into indexes to decide whether
the values are satisfactorily met at any point in time or not. For illustration purposes we
combine the indicators of the state of the world into three indexes —one for each value–
and use them to “score” the state of the world as satisfactory or not at any time. Namely,
if we decide that a combination of several well-being indicators like salaries, housing facil-
ities, transportation, education, consumer prices, etc. is high enough, then we claim that a
satisfactory level of social well-being is met, and label that state as sH “employee salary is
high”; otherwise, we label ∼sH those states of the world where this index is not met. The
index for satisfactory economic development –again combining several indicators into it—
is labelled iH “farmers income is high enough”. Finally, the index for environmental pro-
tection is reflected into the index gQ, “water quality is good”. The salient consequence of
this representation is that these three indexes allow us to reduce whatever state the world
may be in as one of the eight possible combinations of the indexes.

As we mentioned above, policy makers try to reach those satisfactory value levels by
introducing means that foster desired behaviour and thus the evolution of the state of the
world towards those ends. Although there may be several types of means, in this illustration
we reduce available means to actions. The point is that actions change the state of the world
and may thus affect the level of satisfaction of each value. In particular we only consider
three actions that policy-makers may introduce into the system: (i) to subsidise fertilisers
(sF) that has a positive effect on economic development and workers well-being (because
ideally it improves yield and therefore increases income and labour productivity); (ii) to
modernise irrigation systems (mIS) that again contributes to economic development; and
(iii) to control the use of fertilisers (cFU) whose aim is to improve environmental protection.
These actions are not performed in a void, an action can only be taken if, on one hand, some
pre-conditions are met and, on the other hand, if the action succeeds then it has effects on
the state of the world. In other words, an action may happen only if certain facts hold in the
world, and if it happens, different facts may hold.

Note that the “world” of the farmers community contains millions of facts, however for
policy-making, there is only a part of the world that is “relevant”, the one that is related
to actions and events that may change the scoring of the values endorsed by the policy. In
the rest of this paper we limit the notion of the state of the world to include only the set of
facts that are involved in the pre-conditions and post-conditions of available actions. In our
simplistic example, we make explicit the six facts in Table 1.

Figure 1 illustrates the scenario, in the previously mentioned policy domain, as a state tran-
sition system. In this example a policy-maker agent that starts in state {∼iH,∼gQ,∼sH }
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Fig. 1 Transitions from an initial state {∼iH,∼gQ,∼sH }

chooses actions that lead to different states. Note that states are represented as boxes with
(binary) state indexes, and arcs are labelled by actions and by the values that those actions
promote.

In this paper, we will introduce an agent specification that describes what actions can be
taken by the agent to reach a target state, using defeasible logic programming as a formalism
to represent domain knowledge.

3 A refresher on defeasible logic programming

We will use Defeasible Logic Programming (DeLP) as the central component for integrating
argumentation into our formalism introduced later; below we will provide an introduction
to the elements of the framework. DeLP is a formalization that combines results of Logic
Programming and Defeasible Argumentation that allows representing information declara-
tively using rules, and employing a defeasible inference mechanism based on argumentation
for warranting the entailed conclusions.

A DeLP-program P is a pair (�,�) where � is a set of facts and strict rules and � is a
set of defeasible rules.

Facts are ground literals representing atomic information or the negation of atomic infor-
mation using the strong negation “∼”. Strict Rules represent non-defeasible information
and are denoted L0 ← L1, . . . ,Ln, where L0 is a ground literal and {Li}0<i≤n is a set of
ground literals.

Defeasible Rules represent tentative information that may be used when nothing could
be posed against it and are denoted L0 –≺L1, . . . ,Ln, where L0 is a ground literal and
{Li}0<i≤n is a set of ground literals. A defeasible rule Head –≺Body expresses that rea-
sons to believe in the antecedent Body give reasons to believe in the consequent Head.
Following [20], DeLP ground rules can also be represented as schematic rules with vari-
ables; as usual in Logic Programming (see [26]), schematic variables are denoted with
an initial uppercase letter.
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Example 1 Continuing with the example illustrated in Fig. 1, let K1 = (�1, �1) be a
DeLP-program that represents information of application domain presented in the running
example of Section 2:

�1 =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

hCP

∼sH

∼iH

lRZ

lIT

mIF

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

�1 =

⎧
⎪⎨

⎪⎩

dWZ –≺ lRZ

sFA –≺mIF, lRZ

∼sFA –≺ lIT

⎫
⎪⎬

⎪⎭
(1)

Observe that the set �1 has six facts. These facts represent information about farmers
and crops where they irrigate which can be used by a policy-maker agent to decide what
policy action to perform.

The set �1 contains three defeasible rules.
The first rule expresses that if farms are in low rainfall zones (lRZ), then there is a

reason for establishing that they are in a dry weather zone (dWZ). Whereas the second
rule expresses that there is a tentative reason for establishing that there is a supervised
application of fertilizers (sFA) if there is a monthly technical inspection of farms (mIF)

and farms are in low rainfall zones (lRZ). Finally, the last rule represents a reason against
establishing that there is a supervised application of fertilizers (∼sFA) if the investment in
farmers’ training is low (lIT ).

From a DeLP-program K, tentative information can be inferred; when it is possible to
infer a literal L from K this is denoted K |∼ L, and these inferences are called defeasible
derivations. A defeasible derivation of a literal L from K, is a finite sequence of ground
literals L1, L2, . . . , Ln = L, where each literal Li is in the sequence because: (a) Li is a
fact in K, or (b) there exists a rule Ri in K (strict or defeasible) with head Li and body
B1, B2, . . . , Bk and every literal of the body is an element Lj of the sequence appearing
before Li (j < i). We will say that L has a strict derivation from K, denotedK � L, if either
L is a fact or all the rules used for obtaining the sequence L1, L2, . . . , Ln are strict rules.
For instance, from the DeLP-program K1 of Example 1 there are defeasible derivations for
sFA and ∼sFA.

Strong negation may be used to represent contradictory knowledge; two literals are
contradictory if they are complementary; that is, given a literal L, the complement with
respect to the strong negation will be noted ∼L, i.e.,if L is a propositional variable p, then
∼L = ∼p and if L is the negation of a propositional variable ∼p, then ∼L = p. Thus, a
set of literals is contradictory iff it contains a pair of complementary literals. A set of facts
and rules is contradictory if it derives a pair of contradictory literals. Actually, given a pro-
gram (�, �), � ∪ � can be contradictory (e.g.,both sFA and ∼sFA can be derived from
K1), but � can not.

An argument for a literal L from (�,�) is denoted 〈A, L〉, where A ⊆ � is a minimal
and non-contradictory set, such that together with � allows a defeasible derivation of L.
Given a DeLP-argument 〈A, L〉, L is called the conclusion of the argument, and sometimes
for simplicity we will say that A is the argument that supportsL. For instance, the following
two arguments can be constructed from the program K1 of Example 1: 〈B, sFA〉 where
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B = {sFA –≺mIF, lRZ}, and 〈C,∼sFA〉 where C = {∼sFA –≺ lIT}. An argument 〈A, L〉 is
said to be a subargument of 〈A1, L1〉, if A ⊆ A1.

Two literals L and L1 disagree in the context of a program (�,�), when the set
� ∪ {L, L1} is contradictory. We say that the argument 〈A1, L1〉 counterargues or attacks
〈A2, L2〉 at literal L, if and only if there exists a subargument 〈A, L〉 of 〈A2, L2〉 such
that L and L1 disagree. For instance, the two arguments introduced above: 〈A3, sFA〉 and
〈A4,∼sFA〉, counterargue or attack each other because literals they support (sFA and
∼sFA) disagree. Note that in DeLP an argument can attack the conclusion or an inner point
of other arguments.

To decide which argument prevails in an attack situation, the arguments are compared
using an argument comparison criterion that establishes a preference relation between the
arguments involved; this criterion is a modular part of system and can be replaced. We
will denote that an argument 〈A1, L1〉 is preferred to 〈A2, L2〉, as 〈A1, L1〉 � 〈A2, L2〉.
In DeLP, an argument 〈A1, L1〉 is a defeater for an argument 〈A2, L2〉, iff there exists a
subargument 〈A, L〉 of 〈A2, L2〉 such that 〈A1, L1〉 counterargues 〈A2, L2〉 at L and it
holds that:

1. 〈A1, L1〉 � 〈A, L〉 (proper defeater), or
2. 〈A1, L1〉 �� 〈A, L〉 and 〈A, L〉 �� 〈A1, L1〉 (blocking defeater).

For instance, if � stands for the specificity criterion [20], then it is clear that, regarding
the two arguments introduced above, we have 〈B, sFA〉 � 〈C,∼sFA〉. Informally, an argu-
ment 〈A1, L1〉 is preferred to another 〈A2, L2〉 under the specificity criterion if 〈A1, L1〉
uses more information than 〈A2, L1〉 (i.e. A1 contains more literals in the premises of its
rules than A2), or supports its conclusion more directly than 〈A2, L1〉 (i.e., A1 has less
rules than A2).

Given a DeLP-program K = (�, �) from which all arguments are built, to estab-
lish whether an argument 〈A, L〉 is an undefeated argument, all the defeaters for 〈A, L〉
are considered, and the defeaters for these defeaters, and so on. As each defeater
could in turn be defeated, a sequence of arguments called argumentation line �=
[〈A0, L0〉, 〈A1, L1〉, 〈A2, L2〉, . . . , 〈An, Ln〉] arises where each argument (except the first
one) is a defeater of its predecessor. In �, in regard to the initial argument (position 0),
the arguments in an even position plays a role as a supporting argument and the ones in an
odd position act as an interfering argument. In DeLP, an argumentation line � is consid-
ered acceptable if the following conditions hold: (1) � is finite, (2) the set of supporting
arguments in � is non contradictory and the set of interfering arguments in � is non con-
tradictory, (3) no argument 〈Aj , Lj 〉 in � is a subargument of an argument 〈Ai , Li〉 in
�, i < j , and (4) every blocking defeater 〈Ai , Li〉 in � is defeated by a proper defeater
〈Ai+1, Li+1〉 in �. These four constraints are necessary to avoid fallacious situations, but
they are not independent; in particular, finiteness could be obtained from the others (see
[20] for a complete discussion).

Since there might be more than one defeater for a given argument, a set of argumentation
lines could originate from one argument; this leads to a tree structure called dialectical tree.
In a dialectical tree, each path from the root to a leaf corresponds to a different acceptable
argumentation line. Also, note that every node (except the root) is a defeater of its parent,
and the leaves of the tree are undefeated arguments.

The marking of a dialectical tree ([20]) is a process that assigns every node the mark of
defeated (“D”) or the mark of undefeated (“U”) as follows. Leaf nodes are marked as “U”,
an inner node is marked as “D” if it has at least a child marked as “U”, while an inner node
is marked as “U” if all its children are marked as “D”. Thus, a ground literal Q is said that
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it is warranted from the program K, if there exists an argument 〈A, L〉 for Q from K and
the root of its associated dialectical tree is marked as “U”, i.e.,the argument 〈A, L〉 cannot
be defeated.

Given a DeLP-program K, and a ground literal Q, a DeLP-interpreter will return YES,
if the literal Q is warranted from K; NO, if the complement of Q is warranted from K;
UNDECIDED, if neither Q nor its complement are warranted from K; or UNKNOWN, if Q is
not in the signature of K.

4 Value-based agents

In this section, we introduce a formalism that combines actions, values, and argumentation
to model policy-making agents. We focus on both the formal description of a value-based
agent specification and the necessary mechanisms to integrate defeasible argumentation into
agent reasoning process. In our proposed approach, agents look for achieving an objective
state through a set of actions applicable in a given specific situation. The agent’s knowl-
edge will be represented by a DeLP-program, therefore an agent will be able to perform
defeasible reasoning over this knowledge in order to determine what actions can be applied.

In the rest of the paper we will assume the following components in our formalism:

(i) A finite set of propositional state variables V ar = V ars ∪ V arc.3 Literals Lit built
from V ar will be used to describe what is known about the state of the world.

(ii) A finite set V denoting the agent’s values.
(iii) A finite set A denoting actions.

We will further assume that V ars ∪ V arc, V and A are pairwise disjoint sets.
We assume that, at any moment, the (incomplete) agent’s representation of the state of

the world is by means of a set of non-contradictory literals. We will refer to it as world state.

Definition 1 (State) A state for an agent is a consistent set of literals � ⊆ Lit .

In our formalism, literals in a given state will be represented as facts in the DeLP-
program representing the agent’s knowledge.

Example 2 Continuing with the scenario depicted in Fig. 1, we fix for this and subsequent
examples the following sets of state variables and actions:4

V ar = {iH, gQ, sH, hCP, lRZ, lIT , mIF, dWZ, sFA}
A = {sF, sCFU,mIS}.

As a matter of example, a possible description of the current state of the world by the
policy-maker agent is given by the following consistent set of literals from V ar:

�2 = {hCP , ∼sH, ∼iH, lRZ, lIT ,mIF }
Note that this is an incomplete description, as �2 nothing tells about the variables gQ, lIT

and sFA.

3Actually, one could distinguish two subsets of variables of V ar: the indexes or variables that relevant for
the agent as for policy making purposes (V ars ), and other variables that provide additional descriptions of
the world and that can be used to determine if an action is applicable or not (V arc).
4Following the above distinction among variables, in this running example V ars = {iH, gQ, sH } would be
the relevant variables for the agent as shown in Fig. 1.
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Following this idea, we introduce below the concept of transition action A promoting
values V.

Definition 2 (Transition action) A transition action is a tuple A = 〈V,Pos,Pre〉, also
denoted (V,Pos � Pre : A), where Pre ⊆ Lit is a set of literals representing preconditions
for executing A, Pos ⊆ Lit is a consistent set of literals representing the consequences or
effects of executing the action A ∈ A, and V ⊆ V is the set of values promoted by A.

The intended meaning of an action A is thus “if all literals of Pre representing the precon-
ditions of A are warranted at a given state �, then after executing A the literals of Pos will
hold true in the new resulting state � ′”. Later, we will define when an action is applicable
and the result of its execution.

Example 3 Consider the application domain presented in the example of Fig. 1. The agent
has three actions �3 = {sF, cFU,mIS}. Roughly speaking, action cFU transforms ∼gQ-
states into gQ-states, while actions sF and mIS transform ∼iH -states into iH -states, but
action mIS can only applied on gQ-states. Their full specification, with preconditions,
postconditions and values promoted, is as follows:

�3 =

⎧
⎪⎨

⎪⎩

{eD,wW}, {iH, sH, ∼gQ} � {∼iH, ∼sH, hCP} : sF
{eP}, {gQ} � {∼gQ, sFA} : cFU
{eD}, {iH} � {∼iH, dWZ, gQ} : mIS

⎫
⎪⎬

⎪⎭

An action promoting a particular value is performed to achieve some new state. That
state will contain certain desirable aspects

being the promoted value the reason why these aspects are currently desirable. Note that
the same state could be achieved while promoting several values in different circumstances.
In the example above: if the policy maker is productivist, then it may modernize the irri-
gation system (mIS) for increasing farmers’ income while promoting both well-being and
economic development when farmers’ income and the employees salary are not high (∼iH

and ∼sH) if the water quality is good (gQ). Nevertheless, promoting only economic devel-
opment may be an alternative by subsidizing fertlizers (sF) when the water quality is not
good (∼gQ). Similarly a same action may be used to achieve different states when applied
in different circumstances.

Obviously, an action 〈V,Pos,Pre〉 will be ready to be executed as soon as its precon-
ditions are satisfied. In our case, using the DeLP argumentative framework for knowledge
representation, the agent’s knowledge base will be represented by a set � of DeLP defeasi-
ble rules. Then, checking the satisfaction of the preconditions amounts to checking whether
the literals in Pre can be warranted by the DeLP program (�,�), consisting of the agents’
defeasible rules together with the facts holding in the current world state �. We will denote
by warrL(�,�) the set of warranted literals by the DeLP program (�,�).

Definition 3 (Applicable transition action) Let � a set of defeasible rules representing an
agent’s knowledge base, � a state and � a set of transition actions available to this agent. A
transition action 〈V,Pos,Pre〉 ∈ � is applicable at � if for each precondition Pi ∈ Pre, it
holds that Pi ∈ warrL(�,�).
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After an applicable action A is executed, the state � is updated by taking each effect of
Pos as a new fact (and overriding the old contradictory ones). We will denote by �A the
new state resulting from executing the action A at �.

Definition 4 (Resulting state) Let
� be a state, � a set of available transition actions, and A = 〈V,Pos,Pre〉 ∈ � a transition

action applicable in �. The resulting state after executing A at � is defined as follows:

�A = (�\∼Pos) ∪ Pos,

where ∼Pos is the set of complemented literals of Pos.5

It is very easy to check that, by definition, the resulting state �A keeps indeed being a
consistent set of literals

Example 4 Consider the set of actions �3 specified in Example 3, the knowledge base
represented by the defeasible rules in �1 introduced in Example 1,

and state �2 presented in Example 2 where

�2 = {hCP , ∼sH, ∼iH, lRZ, lIT ,mIF }.
Consider now the action sF in �3. The action sF is applicable in �2 because
∼iH , ∼sH and hCP are facts in �2, and thus they clearly belong to warrL(�2, �1).

The resulting state of executing sF at �2 is the set

(�2)
sF = {hCP , sH, iH,∼gQ, lRZ, lIT ,mIF }.

Given that the execution of a transition action results in a new state, another action could
apply over this state and so on. This leads to the notion of an applicable sequence of actions
or action plan, which is defined as follows.

Definition 5 (Applicable sequence / Action plan) Let � be a set of defeasible rules
representing the agent’s knowledge base,

� a state and � the set of available transition actions for the agent. An action plan P =
[A1,A2, . . . ,An] is a non-empty sequence of transition actions, where each Ai ∈ �. Then:

– The action plan P is applicable at � if, for every 1 ≤ i ≤ n, action Ai is applicable at
�[A1,...,Ai−1], where the latter is a shorthand for (...(�A1)...)Ai−1 .

– The resulting state of executing an applicable action plan P = [A1,A2, . . . ,An] at � is
�[A1,A2,...,An].

Again, it is immediate to check that indeed the resulting state �[A1,A2,...,An] of executing
an applicable sequence of actions P = [A1,A2, . . . ,An] consists of a new consistent set of
literals.

5That is, for every p ∈ V ar , ∼p ∈ ∼Pos iff p ∈ Pos, and p ∈ ∼Pos iff ∼p ∈ Pos.
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Example 5 Consider state �2 introduced in Example 2, and the set of transition actions �3
introduced in Example 3. Different sequence of actions from �3 can be analysed in order to
establish whether they are applicable. Namely:

• Consider the sequence of actions P1 = [cFU]. The action cFU it is not applicable in �2
since ∼gQ /∈ �2.

• Consider the sequence P2 = [sF, cFU]. The action sF is applicable at �2 (since all its
preconditions ∼iH, ∼sH, hCP belong to �2). The resulting state of executing sF is

(�2)
sF = {hCP , sH, iH,∼gQ, lRZ, lIT ,mIF }.

The next action cFU is also applicable since now ∼gQ ∈ (�2)
sF and sFA, the other

precondition, is a warranted literal in the program ((�2)
sF,�1). Indeed, recall from

Section 3, that under the specificity criterion the argument 〈{sFA –≺mIF, lRZ}, sFA〉 is
preferred to the argument 〈{∼sFA –≺ lIT}, ∼sFA〉. Therefore, P2 is an applicable action
plan at �2.

Values are at the core of decision making criteria, motivations, preferences, and attitudes
[31]. Values play a substantial role in an agent’s decision making process. For instance, in
a policy making domain, it is clear that the adoption of a policy depends on the importance
order that the agent has over her own values. In the context of our running example, one
may think that a productivist policy maker will prioritize actions that promote an economic
development value, whereas an environmentalist policy maker will probably give priority to
actions that promote an environment protection value.

When an agent reasons about what action to choose next, it may well be the case that
different available actions promote different values. In such a case, a conflict may arise and
we need a way to deal with it. In this context, value systems can be used to resolve this
situation. In our approach, values will be associated to agent’s actions and serve as criteria
to guide the selection and evaluation of the actions.

In [38], Rokeach describes the notion of value system as follows: “A value system is
a learned organization of principles and rules to help one choose between alternatives,
resolve conflicts, and make decisions”. Loosely inspired by [38], we propose to simply
define a value system as a set of values (or labels) together with an importance preference
relation over them. Indeed, this will allow for an interesting mechanism to compare action
plans based on the values the plans promote and the agent’s preferences over those values.

In other words, we will adopt the following definition of value system.

Definition 6 (Value system) A value system is a partially ordered set (V,�), where V is a
set of labels representing an agent’s set of values and � ⊆ V × V is a partial order, that is,
� fulfills the following properties:6

– reflexive: V � V , for all V ∈ V
– anti-symmetric: if V � U and U � V then V = U

– transitive: if V � U and U � W then U � W

When Vi � Vj , we will say that the value Vi is at least as preferred as the value Vj .
Moreover:

6As usual, we will write V � U instead of (V ,U) ∈ �.
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– when Vi � Vj and Vj �= Vi , we will say that Vi is strictly preferred to Vj , and we will
write Vi � Vj .

– when Vi �� Vj and Vj �� Vi , we will say that Vi and Vj are incomparable.

As it is well-known, the strict counterpart � of a partial order � as defined above is
irreflexive (V �� V ), asymmetric (Vi � Vj implies Vj �� Vi) and transitive. Conversely,
from the strict partial order �, one can recover the original (non-strict) partial order by
taking the reflexive closure of �, given by: V � U if either V � U or V = U .

Example 6 Considering the application domain presented in the example of Fig. 1, the set
V6 = {eP, eD,wW, sW,w} can be seen as a set of possible values for a policy-maker, where
‘eP’ stands for environment protection, ‘eD’ for economic development, ‘wW’ for workers
well-being, ‘sW’ for social well-being, and ‘w’ for general well-being. Assume the policy-
maker agent only expresses her (strict) preference for promoting the environment protection
over the economic development, i.e. eP �6 eD and the rest of values are assumed to be
incomparable. In such a case, {V6, �6} would be the value system for the policy-maker,
where �6 is the reflexive closure of �6.

The main aim of an agent is to find a list of actions that leads to a goal state from
current situation state. To accomplish this, a value-driven agent will be characterized by:
a knowledge base consisting on by a set of defeasible domain rules, an initial state, a set
of actions, and a set of goals. Besides these components, an agent will be associated to a
particular value system that guides its behaviour on selection of actions. We will capture
this notion in the following definition.

Definition 7 (Value-driven agent specification) An agent specification under a value system
v = (V,�) is a tuple Tv = (�,�,�,G), where:

• � is a consistent set of literals representing the agent’s current state.
• � is a set of defeasible rules representing the agent’s knowledge base.
• � = {A1,A2, . . . ,An} is a set of transition actions available to the agent such that for

every value V involved in Ai ∈ �, V ∈ V .
• G a consistent set of literals representing agent’s goals.

From the agent’s knowledge base, and using the set of actions available to this agent it
is possible to determine desirable future states intended to be achieved by the agent. We
will call achievable goals to those goals that can be warranted after the execution of an
applicable sequence of actions in the current situation.

Definition 8 (Achievable goal) Let Tυ = (�,�,�,G) be an agent’s specification and let
L ∈ G. We will say that L is an achievable goal under the specification Tυ iff there exists a
plan P = [A1,A2, . . . ,An], where Ai ∈ � for each 1 ≤ i ≤ n, such that:

• P is applicable at �, and
• L is warranted by the program (�[A1,A2,...,An], �), that is, L ∈ warrL(�[A1,A2,...,An],�).

In such a case, we will say that P is a plan for L.

Example 7 Consider the value system v = {V6, �6} introduced in Example 6, G7 = {iH }
and Tv = (�2,�1, �3,G7) the specification for a policy-maker. Consider the sequence of
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actions P2 = [sF, cFU] from Example 5. We have shown there that P2 is a plan applicable
at �2, and since iH is a postcondition of the action cFU, P2 is a plan to achieve iH .

As discussed in Section 1, in policy-making process, conflicts between actions are often
resolved using ordering on values considered. Accordingly, given two different action plans
P1 and P2 for a same current goal L, in order to decide which one prevails, the plans will
be compared using a strategy based on the agent’s preferences on the values.

From now on, we will abstract away from concrete comparison strategies, assuming there
exists a comparison strategy among plans based on the agent’s value system, that we will
denote >, i.e., we will denote that P1 is preferred to P2 as P1 > P2.

The study of different strategies for comparing plans is one of our aims for the next
section.

Definition 9 (Preferred plans) Let Tv = (�2, �1, �3,G7) be a specification of an agent
under a value system v = (V,�), and L a current goal under Tυ .

The plan P is a preferred plan for L iff P is a plan for L and there does not exist another
plan P′ for L such that P′ > P.

So far, we have presented a formalism that integrates values into actions that an agent
can perform and it uses defeasible logic programming as reasoning mechanism and knowl-
edge representation. In our proposed approach, agents perform actions in order to achieve a
desirable future state of the world. We called achievable goal to a desirable state achieved
from an applicable sequence of actions. Clearly, an agent may have more than one plan for
an achievable goal. In this case, it has to select one among those using some strategy. Next,
we introduce some particular strategies to obtain preferred plans based on the agent’s value
system.

5 Value-based preferences

In this section, we will first consider the problem of deciding between plans presenting
different alternative strategies. Then, we will introduce a way to complete an agent’s value
preferences on the basis of a value hierarchy-based formalization.

5.1 Comparison strategies

In this section, we perform a more detailed analysis of how the value system serves as formal
tool when comparing plans, by showing some concrete ways to compare plans based on
agent’s value. Many strategies can be defined. The plan comparison criteria defined below
are but some examples.

An action plan is formed by actions, these actions can promote one o more values.
Depending on an attitude more skeptical or credulous of agents different comparison crite-
ria can be formulated. Considering this type of attitudes some value comparison criteria are
formally defined below.

Let P be an action plan for a given goal L, and let us define val(P) as the set of values
promoted by the actions of the plan. In other words,

val(P) =
⋃

〈Vi ,Posi ,Ci ,Prei 〉∈P
Vi
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Given a value system (V, �), to compare two plans P and P′ based on the values pro-
moted by each of them, val(P) and val(P′) respectively, we have to somehow extend the
order between values � to an ordering between subsets of values. To this end, let us consider
the following extensions of � to subsets of V : for any A,B ⊆ V ,

– A �∀∀ B if for all V1 ∈ A and V2 ∈ B we have V1 � V2.
– A �∃∃ B if there is V1 ∈ A and V2 ∈ B such that V1 � V2.
– A �∀∃1 B if for all V1 ∈ A there exists V2 ∈ B such that V1 � V2.
– A �∀∃2 B if for all V2 ∈ B there exists V1 ∈ A such that V1 � V2.
– A �∗∀∃ B if A �∀∃1 B and A �∀∃2 B

In general these relations are not partial orders on the power set 2V since the anti-
symmetry property does not hold any longer for them. However, it is easy to check that
�∀∃1,�∀∃2 and �∗∀∃ = �∀∃1 ∩ �∀∃2 are always reflexive and transitive relations, i.e. they
are weak orders. In particular, when � is a total order, then �∗∀∃ is usually known as the
interval order.7 On the other hand, in general, the relation �∀∀ is transitive but not reflex-
ive, while the relation �∃∃ is reflexive but not transitive. The former can be easily made a
weak order by taking its reflexive closure, and will be of some use later, but the latter it will
not be considered any longer.

Although they are not partial orders, for our purposes, the extensions considered above
can be used to define different suitable (strict) comparison criteria among plans. Indeed,
given two plans P1 and P2, the following strict criteria can be defined:

– Fully skeptical criterion: P1 >s0 P2 if val(P1) �∀∀ val(P2).

By definition, A �∀∀ B iff

(i) for all V1 ∈ A and for all V2 ∈ B V1 � V2, and
(ii) there is U1 ∈ A and U2 ∈ B such that U1 � U2.

– Skeptical criterion 1: P1 >s1 P2 if val(P1) �∀∃1 val(P2).

By definition, A �∀∃1 B iff

(i) for all V1 ∈ A there is V2 ∈ B such that V1 � V2, and
(ii) there is U2 ∈ B such that for all U1 ∈ A, U2 �� U1.

– Skeptical criterion 2: P1 >s2 P2 if val(P1) �∀∃2 val(P2).

By definition, A �∀∃2 B iff

(i) for all V2 ∈ B there is V1 ∈ A such that V1 � V2, and
(ii) there is U1 ∈ A such that for all U2 ∈ B, U2 �� U1.

– Interval-order criterion: P1 >s12 P2 if val(P1) �∗∀∃ val(P2).

Note that the strict criteria >s0, >s1,>s2 and >s12 are irreflexive, asymmetric and tran-
sitive comparison criteria. Of course, >s0 is the strongest, most restrictive criterion, while
>s12 is in turn stronger than both >s1 and >s2. Intuitively, P1 is preferred to P2 accord-
ing to >s0 when all the values promoted by P1 are least as preferred to all values promoted

7Indeed, if (V , �) is a total order, it turns out that, if a � b and c � d, then [a, b] �∗∀∃ [c, d] iff a � c and
b � d .
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by P2, so it is a sort of full dominance criterion. On the other hand, P1 is preferred to P2
according to >s1 when any value of P1 is at least as preferred to some value of P2, but there
can be values of P2 that are strictly more preferred than values of P1. P1 is preferred to P2
according to >s2 whenever any value of P2 is dominated by some value of P1. This sounds
as a more reasonable criterion than >s1 if we want to choose a plan that promotes as many
good values as possible. The combination of >s1 and >s2, i.e. >s12, seems like even a better
compromise.

Example 8 To see the intuitive behaviour of the four criteria �∀∀, �∀∃1, �∀∃2 and �∗∀∃,
consider an abstract set of values V = {a, b, c, d, e, f }, with the following total order:
a � b � c � d � e � f . Next we consider comparing four different pairs of sets of values
from V :

Case 1: For A = {b, c}, B = {a, b, d}, we have the following comparisons:

– A ��∀∀ B, B ��∀∀ A
– A �∀∃1 B, B ��∀∃1 A and A �∀∃1 B
– B �∀∃2 A, A ��∀∃2 B and B �∀∃2 A.
– A ��∗∀∃ B and B ��∗∀∃ A.

Case 2: For A = {b, c, e}, B = {c, d}, we have:

– A ��∀∀ B, B ��∀∀ A
– A ��∀∃1 B, B �∀∃1 A and B �∀∃1 A
– B ��∀∃2 A, A �∀∃2 B and A �∀∃2 B
– A ��∗∀∃ B and B ��∗∀∃ A.

Case 3: For A = {a, b, c} and B = {b, c, d}, we have:

– A ��∀∀ B, B ��∀∀ A
– A �∀∃1 B, B ��∀∃1 A and A �∀∃1 B
– A �∀∃2 B, B ��∀∃2 A and A �∀∃2 B
– A �∗∀∃ B, B ��∗∀∃ A, A �∗∀∃ B.

Case 4: For A = {a, b} and B = {b, c, d}, we have:

– A �∀∀ B, B ��∀∀ A and A �∀∀ B
– A �∀∃1 B, B ��∀∃1 A and A �∀∃1 B.
– A �∀∃2 B, B ��∀∃2 A and A �∀∃2 B.
– A �∗∀∃ B, B ��∗∀∃ A, A �∗∀∃ B.

Example 9 Considering the specification of a policy-maker Tv = (�2,�1, �3,G7) intro-
duced in Example 7, two plans P2 = [sF, cFU] and P3 = [mIS] can be obtained for
the current policy goal G7 = iH . Given the set of values val(P1) = {eP,eD,wW} and
val(P2) = {eD},8 and the partial order �6 given in Example 6 (eP �6 eD and its reflex-
ive closure), using skeptical criterion >s1, we have that P1 is preferred to P2, and hence

8Recall from Example 6, ‘eP’ stands for environment protection, ‘eD’ for economic development, ‘wW’ for
workers well-being,, and ‘w’ for general well-being.
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{eP,eD,wW} �∀∃1 {eD}. However, no plan can be selected according to the other criteria
because plans are incomparable under those comparison criteria.

More sophisticated criteria could be used combining the different comparison methods
mentioned above in a lexicographic way. That is, one can, for instance, consider first the
interval-order criterion >s12; if no plan is preferred, then one can apply another compari-
son method, for instance the skeptical criterion >s2, and finally, if needed, the remaining
criterion >s1. In this way, one can consider a number of refinements of each comparison
criteria.

On the other hand, in the existing literature, several approaches to compare plans can be
found, e.g.,majority rules widely used for social choice problems [12]. Following this par-
ticular approach, a plan could be considered better to another one by majority of preferred
values.

In the context of social choice functions, given a preference ordering on a set of alter-
natives, Gärdenfors proposed in [22] a comparison criterion among subsets of alternatives
based on the following reading of the sure-thing principle: “if some alternative has been
added, it should be at least as good as all the other alternatives, and if some alternative has
been deleted, it should be worse than the remaining alternatives”. In the next definition, we
adapt this idea to also compare plans.9

Definition 10 [cf. [22]] Let (V,�) be a value system, and P1 and P2 two plans.
The plan P1 is G-preferred to P2, denoted P1 >G P2, iff one of the following conditions

is satisfied:

(C1) val(P1) ⊂ val(P2) and val(P1) �∀∀ val(P2)�val(P1)

(C2) val(P2) ⊂ val(P1) and val(P1)�val(P2) �∀∀ val(P2)

(C3) val(P1) �⊂ val(P2), val(P2) �⊂ val(P1), val(P2) �= val(P1) and
val(P1)�val(P2) �∀∀ val(P2)�val(P1)

Note that in the conditions (C1), (C2) and (C3) above, since �∀∀ compares disjoint sets,
we could safely replace �∀∀ by �∀∀. It is shown in [22] that >G is a irreflexive and transitive
relation.

In the following, given a value system (V,�) and n ∈ {1, 2, 3}, we will write
(Cn)(P1,P2) to denote that condition (Cn) introduced in Def. 10 above holds for plans P1
and P2.

Proposition 1 It holds that:

1. If P1 >s0 P2 then P1 >G P2.
2. If P1 >G P2 then P1 >s1 P2.
3. If P1 >G P2 then P1 >s2 P2.
4. If P1 >G P2 then P1 >s12 P2.

Proof We prove items 1 and 2, since item 3 is very similar to item 2, and item 4 is just a
combination of items 2 and 3.

9In [22], the preference relation on alternatives is supposed to be a total weak order (i.e. a reflexive transitive
and connected relation), while in a value system we assume the preference relation on values � is assumed
to be a partial order (i.e. a reflexive, anti-symmetric and transitive relation).

Author's personal copy



J.C.L. Teze et al.

1. Clearly P1 >s0 P2 implies val(P1) �∀∀ val(P2), and this in turn implies A �∀∀ B for
any subsets A ⊆ val(P1) and B ⊆ val(P2). Finally, the claim follows by observing (as
mentioned above) that A �∀∀ B iff A �∀∀ B whenever A ∩ B = ∅.

2. It is enough to check that each of the three conditions (C1), (C2) and (C3) implies
val(P1) �∀∃1 val(P2). Consider for instance (C1) and assume val(P1) ⊂ val(P2).
Then, if val(P1) �∀∀ val(P2)�val(P1), then we also have val(P1) �∀∃1 val(P2)�

val(P1) and hence val(P1) �∀∃1 val(P2) as well due to the reflexivity of �. The other
cases are proved in a similar way

Therefore, Gärdenfors criterion >G can be seen as an intermediate comparison criterion
between the strongest one >s0 and the remaining criteria >s1,>s2 and >s12.

Finally, let us mention that all these comparison criteria satisfy a sort of strong dominance
principle: if P1 and P2 are two plans such that val(P1) ∩ val(P2) = ∅ and such that all
values in val(P1) are strictly preferred to all values in val(P2), then P1 > P2.

5.2 Value hierarchy-based comparison

As we have already mentioned, one of our goals is to consider values promoted by actions to
be a very important aspect when deciding among action plans. So the definition of a criterion
for resolving conflicts between values becomes a central issue for our formalization. The
approach we consider in this section is that, when the set of values come organised as a
hierarchy according to a specificity or subtype relation, a suitable criterion should not only
depend on the available agent’s preferences over (some) values, but also on such hierarchical
order. The underlying idea is that if a value is a subtype of, or more specific than, another
value, then if an action promotes the first value, it should also promote the second one.

Therefore, in this section we consider a scenario where, besides assuming to be partially
ordered by an importance/preference criterion, we also assume the set of values to be organ-
ised in a hierarchy tree, from more general to more specific values. We show how, under
some constraints, both structures can be combined and yield a suitable new partial order on
values. Note that this order on values should then be extended to compare sets of values,
and eventually to some strategy to compare plans, as done in the previous section.

More formally, we assume the (finite) set of values V is equipped with a partial order
of specificity � having a least element τ (the root) and the property that for each V ∈ V ,
the set Ancestors(V ) = {U ∈ V | V � U}10 is a chain (i.e. totally ordered). In this way,
the ordered set (V,�) corresponds to a rooted tree, where a value in a path from the root
to a leaf value is all the more specific as it is nearer to the leaf. Namely, if V1�V2, then it
will be said that V1 is a subtype of V2 or that V1 is a value more specific than V2. In other
words, V1 is a descendant of V2, and V2 is an ancestor of V1. Moreover, in the following,
for V �= τ we will denote by parent(V ) the closest ancestor of V according to �, i.e.
parent(V ) = U iff U ∈ Ancestors(V ), U �= V , and there is no other value U ′ different
from U and V such that V � U ′ � U . Also, the siblings of a value V will be those values
sharing the same parent, namely siblings(V ) = {U ∈ V | parent(U) = parent(V )}. Note
that U ∈ siblings(V ) iff V ∈ siblings(U).

In such a scenario, we further assume an agent expresses her (partial) preferences over
values by means of a value system (V,�), where � is a preference partial order. The

10Note that since � is assumed to be a partial order, it is reflexive, and hence V ∈ Ancestors(V ).
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question is then how to make use of the hierarchy order in order to complement the prefer-
ence order. Consider for instance actions A1 and A2 promoting values V1 and V2 respectively,
and further assume that V1�V2 and V1�V2, A1 can be deemed to be preferred to A2 because
it promotes a value more important. However, A2 also indirectly promotes V1, because V1
is a subtype of V2. Therefore both actions are promoting the same value and it would not be
a coherent decision to prefer A1 to A2. Consequently, in such a case, making the preference
V1�V2 explicit can lead to some indeterminism. For this reason, and to avoid this kind of
situations, we will only allow the agent to express preferences over siblings of the hierar-
chical structure (V ,�). In this way, comparing two values that are not siblings is carried
out by comparing their nearest ancestors that are siblings.

This combined notion of preference order is formalized in the following definitions.

Definition 11 (PH-structure) Let V be the set of agent’s values. A preference-hierarchy
structure on V is a tuple (V,�, �) such that:

1. (V,�) is a rooted tree, that is, � is partial order with a least element τ (root) satisfying
the following property: for each V ∈ V , the set Ancestors(V ) = {U ∈ V | V � U} is
a chain.

2. (V,�) is a partial order.
3. � and � are orthogonal, i.e.,distinct values cannot be comparable both with � and �.
4. If V � U then V ∈ siblings(U).

If the preference order � is total on the sibling sets of (V,�), then we will call (V,�, �)

to be a complete PH-structure

In short, a PH-structure is a hierarchy together with a preference ordering over sibling
values. In fact, when the order � on siblings is total, then the structure (V,�, �) is usually
known as an ordered tree [25].

Example 10 Consider the set of values V10 = {eP, eD, wW, sW, w, τ }. We can define a
PH-structure (V10,�10,�10), where �10 = {(eP, w), (sW,w), (eD, sW), (wW, sW),

(wW, w), (eD, w), (w, τ), (eP , τ ), (eD, τ), (sW, τ), (wW, τ)}, and �10= {(eP, sW)}.

As already announced, given a PH-structure (V,�, �), one can extend the preference
order on siblings sets of values to other values by making use of the hierarchy relation � in
a natural way by looking at their sibling ancestors.

Definition 12 (Combined value system) Let be (V,�, �) a PH-structure. Then the com-
bined value system is the pair (V,�H), where the (strict) preference order �H is defined as
follows:

V �H U iff V ′ � U ′ for V ′ ∈ Ancestors(V ), U ′ ∈ Ancestors(U) such that
V ′ ∈ siblings(U ′).

In other words, �H is the following composition of partial orders: �H =� ◦ � ◦ �,
where � is the converse relation of �, and ◦ denotes composition of relations. Then �H is
just the reflexive closure of �H.

First of all, we check that �H is well defined in the sense that it properly extends �.
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Proposition 2 �H is a partial order that extends �.

Proof We prove first that �H is a strict partial order and then that it extends �:

(i) - The relation �H is irreflexive:
Assume V �H V , then V � A, A � B and B � V , for some siblings A,B ∈ V .

That is, A, B ∈ Ancestors(V ), hence either A � B or B � A. But this is impossible
if A and B are siblings.
- The relation �H is asymmetric:
Assume V �H U and U �H V . There exist siblings A,B ∈ V such that V � A,
A � B and B � U , and conversely V � A, B � A and B � U , that is impossible
since � is asymmetric.
- The relation �H is transitive:
Assume V �H U and U �H W . Then, there are A, B,C,D such that (1) V � A,
A � B and B � U , and (2) U � C, C � D and D � W . Since both B and C are
ancestors of U , then either B = C or B �= C. If C = B then A � B = C � D,
and then we have V � A, A � D and D � W , and hence V �H W . Otherwise, if
B �= C then either B � C or C � B. W.l.o.g., assume B � C. Then, C is also an
ancestor of A, and thus of V as well. Hence, we have V � C, C � D and D � W ,
that is, V �H W .

(ii) - The order �H extends �:
Indeed, if V and U are siblings such that V � U , then we have V � V, V � U

and U � U . Hence V �H U holds as well. In fact we have something stronger, i.e. if
V and U are siblings, then V �H U iff V � U .

Next, we gather (without proof) three properties of the combined order �H that easily
follow from the definition.

Proposition 3 Let (V,�, �) be a preference-hierarchy structure, and let two different
values V,U ∈ V .
– If V � U , then V ′�H U ′ for any V ′ ∈ Descendants(V ) and U ′ ∈ Descendants(U).
– If V and U are incomparable w.r.t. �, then for any V ′ ∈ Descendant(V ) and U ′ ∈

Descendant(U), V ′ is incomparable to U ′ w.r.t. �H.
– If V � U , then V and U are incomparable w.r.t. �H.

Example 11 Given the PH-structure (V10,�10,�10) introduced in Example 10, the fol-
lowing two sets of ancestor values can be obtained from �10: Ancestors(eD) = {sW,w, τ }
and Ancestors(eP) = {w, τ }. Note that the values eP and eD are not comparable accord-
ing to the relation �. Nevertheless, since eP �10 sW and by Definition 12, it is possible to
stablish the following combined preference eP �H eD.

Several conclusions can be drawn from what we obtained in this section. In general, we
would like to emphasize the fact that combined order criterion not only helps to understand
how agent’s values can be used for comparing plans, but also allows us to discuss several
aspects related to the hierarchy structure associated to such values. For instance, requiring
(V, �) be a tree allows us to always find ancestors of any pair of values that are siblings,
and hence the possibility of comparing the values whenever the sibling ancestors are com-
parable as well. This would not be possible in case either dealing with value hierarchies
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involving only some of agent’s values or with a weaker structure. Finally, let us remark
that the combined value system (V,�H) that can be obtained from a given PH-structure
(V, �, �) is not a final tool by itself (it only serves to compare values), rather �H is meant
to be used to define corresponding comparison strategies for plans according to the different
extensions to compare subsets of values discussed in the previous version.

6 Related work

There are several approaches that combine argumentation with practical reasoning theory.
Atkinson et al. [7] propose the use of argument schemes for justifying actions and critical
questions as objections to the justifications. The argument scheme is stated as follows: in
current circumstances R, I should perform action A, to bring about new circumstances S,
which will achieve goal G and promote value V . An Action-Based Alternating Transition
System (AATS), originally presented by [49], is a formal structure for an explicit repre-
sentational model of states, actions, and transitions. As defined in [49], the AATS does
not include a reference to the values of agents. However, in order to adapt this system to
use with argument schemes, Atkinson and Bench-Capon in [5] extended AATS labelling
transitions to indicate which values are promoted and which are demoted. To represent a
particular problem with an AATS with values, one first identifies a set of propositional vari-
ables that are considered relevant to the problem. Each combination of the corresponding
positive or negative literals will be a potential state of the system. Then, one identifies the
incumbent agents, the different possible actions they can perform and how these will lead
to those states; each transition represents a joint action of the agents involved. Finally, one
should determine values and relate them to the transitions between states. Inspired by [7],
we formalise a particular way to specify an agent’s actions and propose different criteria
to decide how to choose between them depending on a hierarchical order over values. The
concept of state, however, is different between both approaches. When an agent performs
an action in a given state of the world, it produces a new state. A state transition can thus be
seen as a truth assignment to a set of propositions (since due to the agent actions some facts
in the world become true and others may cease to be). In our proposal facts can adopt three
different values: true, false, or unknown.

In [35] the authors have proposed an argumentation-based approach for practical reason-
ing that extends the works of [2] and [1] presenting three different instantiations of Dung’s
framework to reason about beliefs, desires and plans, respectively.

Similarly to us, [35] use a defeasible argumentation formalism to represent and reason
over contradictory information. However, and although [35] is based on structured argu-
mentation, there are some differences with our proposal. Firstly, our focus does not follow
a BDI architecture model. Moreover, although their work uses the concept of plan, their
approach determines which plan prevails after an argumentative analysis. This approach is
related more to our notion of argument than to our formalisation of action plan.

Van der Weide et al., in [47], present an argumentation approach for reasoning over
state preferences where argument schemes [7] are used to determine preferences between
states. The values that agents hold are used to compare states. In this formalism the use
of perspectives as pre-orders over states is central: when it is not possible to determine
which of two states is preferred from the perspective of a value, then this preference can be
inferred by means of the notion of influence between perspectives. One of the main contri-
butions of this work is the proposed value system that is used for resolving conflicts that can
appear when a transition state promotes some values and demotes other values. In a similar
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development, we start from the notion of argument scheme proposed in [7] but, unlike them,
our main aim is not to provide a way of using argument schemes to give meaning to values
and to determine whether values are promoted or demoted. To find preferred states they pro-
pose to use argumentation, but no particular argumentation framework is proposed. In our
approach the situation is different, an agent has a set of actions promoting different values
and a concrete argumentation formalism is used to represent and reason over contradictory
knowledge. Despite sharing the motivation of using values, we do not focus on introducing a
number of argument schemes for reasoning about whether values are promoted. In [47], the
influence relation denotes that one perspective is an aspect of another which clearly can see
as a way to arrange values hierarchically. However, this approach differs from ours where
we provide an agent with the capability to complete their preferences over values using the
hierarchy under which such values are arranged.

Another approach for practical reasoning was proposed in [48]. This work extends the
proposal of [47] considering several argument schemes, but formalised as an argumentative
system to argue about what decision an agent should take based on its preferences over out-
comes. In this approach, the agent’s preferences are represented in terms of values and goals.
The originality of this approach lies in representing values with a perspective, which is asso-
ciated with an ordering over outcomes. Like us, the authors combine argumentation with
values; however, they are used for a different purpose. In our approach, values constitute a
central component in actions because the agent can use them to decide between different
action plans, whereas argumentation is the reasoning mechanism that the agent will use to
reason over conflicting domain information. In [48], an argumentation system is proposed
to reasons about what decision is best. To accomplish that, agents have an ordering over
perspectives that represents what values they find most important. An interesting character-
istic of our model is that the approach proposed in [48] could be extended incorporating the
mechanism to complete agent’s value preferences introduced here.

There are several works that relate a general model for agent reasoning to argumenta-
tive systems [3, 13, 23, 39, 46]; however, none of these provides grounds to formalise the
relationship between agent’s values and the actions that they can perform.

Gottifredi et al. propose, in [23], a declarative agent programming language where men-
tal components are represented and uses defeasible logic programming as the reasoning
formalism. An agent will be able to represent conflicting goals and beliefs, and the DeLP is
used for deciding which beliefs and goals are warranted. In particular, the focus is in show-
ing how each agent deliberative cycle is performed using argumentation and how actions
are affected by this deliberation. In order to decide how to act, agents use plan rules. These
rules establish the action plan to execute with the objective of achieving its associated
goals. Similarly, our approach proposes a declarative agent specification based on defea-
sible argumentation but there are differences between the two approaches: First, our aim
is not to formalise an agent programming language describing each agent’s mental con-
structs and emphasising the model dynamics. We assume agents can decide how to act
taking into account those values that they consider important. In other words, we adopt an
argumentation-based approach that enables an explicit representation of states, values, and
actions of an agent. Second, we focus on the use of a set of values arranged hierarchically
to guide the selection of plan actions, whereas in [23] there are no specific mechanisms
to compare plans. In our approach, the hierarchy of values plays an important role in the
choice of a particular plan.

Our proposal is also related to work in belief revision. A key work in revision for Dung’s
argumentation frameworks was presented in [14], where the problem of revision of argu-
mentation frameworks is translated into propositional logic favouring the use of AGM
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revision operators for dealing with this matter. The output of revision is a set of argumenta-
tion frameworks instead of a single argumentation framework. More recently, Diller et al.
[15] propose two revision approaches to produce a single argumentation framework as an
outcome of the extensions of a set of involved argumentation frameworks. First, they intro-
duce a revision by propositional formulas. Similar to the approach in [14], they revise an
argumentation framework so that its extensions are modified according to the models of
the formula at issue. Then, they introduce a revision operator that maps two argumentation
framework into a new argumentation framework. In [17], Doutre and Maiilly discuss other
contributions on dynamics of argumentation systems.

A salient point of those framework revision approaches is the fact that the revision pro-
cess takes into account an epistemic evolution of the world. However, other approaches take
into account a different perspective: a physical evolution of the world, what in belief change
theory is called an update. For instance, [17] focuses in update operations for handling
dynamics in abstract argumentation graphs. The originality of this work lies in that they
present a first-order logical language YALLA capable of expressing attack relation between
sets of arguments in abstract argumentation graphs. Although it is not their study focus, the
authors state that their approach can be used to deal with practical aspects of how an agent
can achieve goals, as we do.

Another interesting work in belief update is the one by Doutre et al. [16]. In that paper,
the authors encode argumentation frameworks and their dynamics in Dynamic Logic of
Propositional Assignments (DL-PA); and show how extensions of an argumentation frame-
work can be constructed by means of DL-PA programs. In particular, enforcing operations
consist in minimally updating the attack relation in an argumentation framework. This min-
imal update is done with respect to a specific formula representing a goal, so that this goal
holds either in all extensions or in some extensions of the argumentation framework. Besides
having a different research focus (practical reasoning with values vs dynamic in argumen-
tation), in our case the way for identifying the goals that can be considered as acceptable
conclusions deviates from Dung’s semantics. In particular, we use DeLPs warrant proce-
dure which uses a mechanism based on the construction of dialectical trees to determine
if an argument is warranted or not. A noteworthy advantage of incorporating DeLP in our
approach is the possibility to exploit planning algorithms proposed in [21] to achieve agent’s
goals, and resolve different types of threats. Although dynamics in argumentation is not our
focus in this paper, a detailed analysis of properties leading to characterise update operators
for our application domain would be an appealing line for future work.

We should mention that there are several approaches to structured argumentation, like
ABA [11] and ASPIC+ [29] or Besnard and Hunter’s deductive argumentation [10], that,
analogously to DeLP, could be adapted as well to our value-driven argumentation proposal.
Although these approaches are similar in many regards, also differ at several points, as men-
tioned in [9]. Namely, first of all, ABA and ASPIC+ are explicitly within Dung’s semantics
[18], while DeLP deviates from Dung’s approach to select accepted arguments and justi-
fied conclusions through the construction and marking of dialectical trees. As shown in this
paper, besides an action’s effects, there could be more effects that can be deduced using the
inference process of DeLP. Second, DeLP and ASPIC+ use two different types of rules,
called strict and defeasible rules, while ABA reduces defeasible rules to strict rules plus
assumptions. In contrast, in Besnard and Hunter’s deductive argumentation the inference
rules are the inference rules of the base logic. Finally, ASPIC+, DeLP, and deductive argu-
mentation are approaches that allow for the use of explicit preferences to resolve conflicts
between arguments, while ABA encodes preferences in assumption-premises of rules.
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7 Closing remarks

In this paper we have looked into policy-making as value-driven processes [32] to illustrate
how an agent may use its values to choose among alternative actions and then assemble
these into plans that reflect the agent’s preferences. We claimed that argumentation, as a
cognitive construct, constitutes a significant resource to deal with conflicts and showed how
an agent can represent its values and exploit them to decide among action plans. As noted
before [6, 47, 48], resorting to the values held by an agent is an interesting way of reflecting
the agent’s preferences into the decision-making process. However, in most approaches the
preferences of an agent are expressed in terms of a linear ordering over values.

In Section 4 we introduced an agent model whose knowledge base is represented as sets
of defeasible rules that involve values, and uses defeasible argumentation (based on Defea-
sible Logic Programming (DeLP)) as its reasoning formalism. Thus, an agent is able to
represent conflicting information and use defeasible argumentation to determine whether
some particular information is accepted as warranted. Moreover, agents use argumenta-
tion to move from one desirable state to another and thus generate action plans in order to
achieve their goals. In particular, we showed how substitutions for free variables obtained
from DeLP argumentation mechanism can be used during the generation of action plans, a
valuable feature in dynamic environments.

In Section 5 we organise the values of an agent as a partial order and use this system to
establish criteria to compare plans to decide which plan prevails. In order to deal with values
that are not commensurable, we interpret the partial ordering of values as a hierarchical
structure, and then base the decision on the analysis of preferences between ancestors of
such values. Finally, we also analysed several properties that explain why some types of
value hierarchies would not be suitable to decide over actions.

Some lines of future work are formal: In this paper we used an austere notion of the rel-
evant state of the world that involves only value-specific indexes and facts that are directly
involved in actions. Future work would be the extension of our framework to a richer notion
of relevant state that could include variables that would allow different interpretations of
the same value. Similarly, one could explore a richer notion of transition between states and
include, for example, events that are independent of agents’ actions, actions that are not
directly oriented towards values, norms that restrict or condition transitions (beyond the cur-
rent association with facts as pre- and post-conditions for actions) and cost-like features like
incentives or sanctions that would affect preferences among states and thus plan-formation
and choices.

Another research line is the introduction of other forms of (dynamic?) ordering of values
like “saliency” (to respond to urgent or unforeseen situations) or “local relevance” (for dif-
ferent classes of relevant states of the world). Likewise, one may explore alternative ways
of ordering values. For instance explore other forms of dealing with incommensurable val-
ues —like aggregation “satisfising” aggregation models or welfare functions— and provide
criteria for deciding among these and value hierarchies.

An additional line for future work is to investigate how to integrate an automated plan-
ning system to our proposal, and provide tools for modelling agent’s behaviour using the
value system proposed in our formalisation. Although we have chosen DeLPas our struc-
tured argumentation framework for structured argumentation, several extensions of DeLP
have been proposed and many of them are mainly related to applications. We intend to
explore in the future the work of Garcı́a et al. in [21] where a DeLP-based planning formal-
ism, and an extension of the traditional POP algorithm to consider arguments as planning
steps is proposed. A concrete topic for future work is to follow the approach proposed in
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[21] and use our approach of value hierarchies to resolve interference (threats) that can
appear in a plan.

We mentioned above that the characterisation of update operators holds research
promise. For instance, to study means to determine the literals that should prevail in action
pre-conditions. In this respect, it would be interesting to study the construction of operators
in collaborative multi-agent applications where agents act as information sources propos-
ing arguments for and against supporting pre-conditions; and in this context, explore the
relevance of the credibility degree of agents. Similarly, one may work towards improving
the capabilities and scope of current practical reasoning mechanisms to a wider number of
domains. One possibility is to study domain-dependent update operators, for instance with
different semantics for dealing the degree of domain-dependent “reliability” attached to
agents, and study how these semantics affect the behaviour of the system.

Form an empirical standpoint there are also lines for future work. In this paper we dis-
cussed a formalism for value-driven preferences for the comparison of plans that is suitable
to model policy-making processes. It would be useful to study other application domains
to get a better understanding of the applicability of our proposal and, complementary, the
characterisation of domains where other forms of value-driven preferences are involved.
For instance, terminal and palliative health care, international trade conflict resolution and
assistive robotics.

In terms of other types of applications, one may explore the use our formalism to model
agent based simulations of other value-dependent social phenomena. A side objective of
these simulations may be to explore the use of our framework with other cognitive con-
structs that complement values and argumentation — for instance motivation, personality
or needs— in order to explain goal-setting and planning.
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