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Abstract. This paper sheds a novel light on the longstanding problem
of investigating the logic of conditional events. Building on the frame-
work of Boolean algebras of conditionals previously introduced by the
authors, we make two main new contributions. First, we fully charac-
terise the atomic structure of these algebras of conditionals. Second, we
introduce the logic of Boolean conditionals (LBC) and prove its com-
pleteness with respect to the natural semantics induced by the structural
properties of the atoms in a conditional algebra as described in the first
part. In addition we outline the close connection of LBC with preferential
consequence relations, arguably one of the most appreciated systems of
non-monotonic reasoning.
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1 Introduction

Conditionals play a fundamental role both in qualitative and in quantitative un-
certain reasoning, see e.g. [15,7,1,14,9,12,6]. In the former, conditionals con-
stitute the core focus of non-monotonic reasoning [10, 8, 11]. In quantitative un-
certain reasoning, conditionals are central both for conditional probability, and
more generally, for conditional uncertainty measures [5].

This paper builds on [4], where a Boolean algebra structure for conditionals
was proposed with the goal of clarifying the relationship between conditional
probabilities and simple probabilities on conditional events. The approach of
considering (measure-free) conditionals as Boolean objects departs from previous
ones in the literature where conditionals are mainly considered as three-valued
objects, proposing different definitions for the operations between consitionals,
see e.g. [2,3,7,9,13]. For a comparison, the reader may consult [4, Sect. 3.1].



Intuitively, a Boolean algebra of conditional events, a BAC algebra for short,
is an algebra built up over a Boolean algebra of plain events A = (A, A, V,—, T, L)
in which we allow basic conditionals, i.e. syntactic objects of the form (a | b) with
ac€Aandbe A" = A\ {L}, to be freely combined with the usual Boolean oper-
ations, subject to the following plausible constraints (recall that in any Boolean
algebra A, if a,b € A, then a <biff a Ab=a):

— the conditional (T | T) will be the top element of the algebra, while (L | T)
will be the bottom;

— given b € A’, we want the set of conditionals {(a | b) : @ € A} to be the
domain of a Boolean subalgebra, and in particular when b = T, then we
want this subalgebra to be isomorphic to A;

— in a conditional (a | b) we can equivalently replace the consequent a by a Ab,
that is, we require the conditionals (a | b) and (a Ab | b) to be equivalent;

— if a < b < ¢ then the result of conjunctively combining the conditionals
(a | b) and (b | ¢) yields the conditional (a | ¢).

This last condition captures a form of restricted transitivity and is clearly in-
spired by the chain rule of conditional probabilities: P(a | b)- P(b|c¢) = P(a | ¢)
whenever a < b < c.

The purpose of this paper is to put BAC algebras on firm logical footing. To
this end, we make two main new contributions. First, we fully characterise the
atomic structure of BAC algebras, a problem that was left open in [4]. This is
done in Section 3. Second, in Section 4, we introduce the logic of Boolean condi-
tionals (LBC) and prove its completeness with respect to the natural semantics
induced by the structural properties of the atoms in a conditional algebra. In
Section 5 we conclude with a result to the effect that LBC is indeed a preferential
consequence relation, in the sense of the well-known System P, see e.g. [10, 11].

2 Boolean algebras of conditionals

Boolean algebras of conditionals, introduced and investigated in [4], are built as
follows. Let A = (A4,A,V,—, T, 1) be a Boolean algebra and let A’ = A\ {L}.

The construction starts with by considering the Boolean algebra of terms
freely generated by the pairs (a,b) € A x A, that will be denoted

F(Ax A) = (F(Ax A'), N, V5, =", T* L*).

Notice that all pairs (a,b) € Ax A’ are such that b > L. This is motivated by the
fact that we are avoiding, in this paper, to consider counterfactual conditionals.
Since we want conditionals to satisfy a number of properties, what we do is
to consider the greatest subalgebra of F(A x A’) where these properties hold.
Technically speaking, we define it as a quotient algebra by a suitable congruence
relation. Namely, consider the following elements in F(A x A’), where we use
d(e, ') to denote the element ¢ ++* ¢ (of F(A x A”)) for any ¢, € F(A x A'):

(t1) 0((y,y), T*) for every y € A’,



t2) 5((z,y) N* (z,9), (x A z,y)) for every z,2 € A and y € A’,

t3) o(— ( y), (—x,y)) for every x € A, y € A/,

t4) 5((1:/\y ), (z, )) for every x € A,y € A,

t5) 0((x, 2), (x,y) A* (y,2)) for every € A and y,z € A’ such that x <y < z.

Let € be the filter of F(A x A’) generated by the set of all the instances of the
above terms (t1-t5). We hence define the congruence relation =¢ in the following
way: ¢ =¢ ¢ if §(¢, ) € €.

Definition 1. For every Boolean algebra A, we say that the quotient algebra
C(A) = F(A x A’")/=, is the Boolean algebra of conditionals of A, the BAC
algebra of A for short.

Since C(A) is a quotient of a free Boolean algebra, it is a Boolean algebra as
well. The elements of C(A) are in fact equivalence classes of elements of F(Ax A’).
We will denote the equivalence class of a pair (a,b) € Ax A’ by (a | b). Therefore,
in C(A) we have basic conditionals of the form (a | b) and compound conditionals,
that is, those elements in C(A) that are algebraic terms definable in the language
of Boolean algebras, modulo the identification induced by €. The operations on
C(A) are denoted as follows, with the obvious interpretation

C(A) = (C(A),MNe, Ue, e, Le, Te).

In order to simplify our notation we will omit the subscript € whenever this
leads to no ambiguity.

Notice that, the above conditions (t1) — (t5) used to define the quotient
algebras C(A) automatically imply that, in any C(A), the following equations on
conditionals will always hold: (y | y) = T, (z | y)N(z | y) = (x Ay | 2),~(x | y) =
(=2 |y),(zAyly) = (z]y), and (z [y) N (y | 2) = (x| 2) whenever z <y < z.

Observe as well, that the basic conditionals of C(A, A”) need not be closed
under meets and joins, though in some particular cases they can be, for instance
as a consequence of (t2) and (t3), ensuring that the conjunction of two basic
conditionals with the same antecedent is a basic conditional, and the negation
of a basic conditional, is basic as well. In any algebra C(A), as in any Boolean
algebra, the induced order relation, also denoted <, is defined as (z | y) < (z |
R)ff (2| )N (2| B) = (2 | ).

Space constraints do not allow us to delve any further into BAC algebras.
We refer the interested reader to [4] for further details, and limit ourselves to
collect the properties required in this paper in the following proposition.

Proposition 1. In every BAC algebra C(A), for every x,z € A and y € A’, the
following properties hold:

Wly)=(Tly)=Tand (~yly) =(L]y) =
(x|y)N(z|y) = (xAz]|y), and hence, if tAz = L then (z | y)N(z | y) = L.

(|ly)U(z|y)=(zVz|y) and ~(z|y) = (-z | y).
(zAy|T)<(z]y) <(-yVa|T).

1)
2)
63; ifze A andx <y<zthen (z|z)=(z|y)N(y]2).
4
5)



(€6) (x| T)N(y|x) <(y[T).
(€7) (zAy|T)<(x]y) and (~z Ay |T)<—(z[y).
(e8) if z€ A" then (z |y)N (x| 2) < (z|yV=2).

Interesting readings of some of the above properties are the following. (el), (e2)
and (e4) force that for any z € A’, theset A | 2z = {(a | z) | a € A} is (the
domain of) a Boolean subalgebra of C(A). On the other hand, (e5) shows that
conditionals are stronger than material implications but weaker than conjunc-
tions. Also, from a logical point of view, (e6) states a form of modus ponens
with conditionals. (e7) states that, whenever y unconditionally holds true, a
conditional (z | y) holds true if  unconditionally holds true, while (z | y) holds
false otherwise. Finally, (e8) corresponds to the so-called OR property, typical
in nonmonotonic systems, see Section 5.

3 The atoms of a finite algebra of conditionals

We now move on to the investigation of the atoms of a BAC algebra C(A) for
a finite A. To this end it is worth to remember that an element « of a Boolean
algebra A is an atom of A iff when « covers |, that is, | < aandif L <<«
then either 5 = L or § = «. Note that every algebra C(A) is finite whenever A
is. Indeed, if A is finite, F(A x A’) is finite as well, since the variety of Boolean
algebras is locally finite. Thus, C(A) is finite and hence atomic. In the following,
we write Atom(B) to denote the set of atoms of any Boolean algebra B.

For the characterization theorem, we need some preliminary results. The
following properties are immediate consequences of Proposition 1 (e3). In what
follows A will always denote a finite Boolean algebra such that |Atom(A)| = n.

Lemma 1. Let z,y,z € A. The following properties hold:

1. If e <y <z then (x| 2) < (x| y); in particular (x| T) < (z ] y).
2. Ifxnz=1Land L <z <y, then (x| T)MN(z]|y) = L.

Now we can prove the following interesting results.

Proposition 2. Let i <n — 1 and define Seq;(A) to be the set of sequences of
length i of pairwise distinct atoms of A. Then the set

Part;(C(A)) =
{Br | TN (B2 | =) M. (B | 7B A . A=Bi1) | (B, B2, .-, Bi) € Seqi(A)}

is a partition of C(A), that is, | | Part;,(C(A)) = T and for any distinct C, D €
Part;(C(A)), CND= 1.

Proof. (1) The case i = 1 is easy as Seqi(A4) = {{a) | o € Atom(A)}, and it is clear
that || (a| T)=(V, | T)=T.

(2) Suppose the claim is true for i — 1, that is, | | Part;—1(C(A)) = T. Consider then a
sequence 3 = (B1,...,8i—1) € Seqi—1 and its corresponding compound conditional



Hgz = (81| T)M...M(Bi-1 | =61 A ... A =fi—2). By hipothesis, we know that
Uzeseq,_, Hz = Parti-1(C(A)) = T.

Let D(B) = Atom(A) \ {B1,...Bi—1} be the set of n — i + 1 atoms disjoint from
{B1,...Bi—1}. Then it is clear that UBED(E)(ﬁ | =B1 A ... A=Bi—1) = T, and thus
Hg = Usep@ Ha M (B =B A ... A=Biza).

Therefore, since we can do this for every sequence 8 € Seq;_1, we finally get that

L] #s= || (] HB|-Bin..A-Bim1)) = | | Hs=||Part:(C(A))

BESeq; 1 BESeq;—1 BED(B) S€Seq;
Thus we have proved that | | Part;(C(A)) =T. O

Let A be a Boolean algebra with n atoms. We denote by Seq(A) the set of
sequences @ = (a1, a, .. ., ay_1) of n—1 pairwise distinct atoms of A. Moreover,
for every such a sequence @ € Seq(A), let us consider the compound conditional

wa:(al ‘T)ﬂ(052|_\0[1)|_|...r|(0zn_1|_\Ozl/\.../\_‘0(n_2)7
or equivalently, wg = (a1 | T)M (a2 | a2 V- Vay)M...M (n—1 | @n_1 V an).

Theorem 1. The set of the atoms of C(A) is Atom(C(A)) = {wx : @ € Seq(A)}.
As a consequence, |Atom(C(A))| = n! and |C(A)| = 2™.

Proof. We have to prove the following two conditions:

(i) For any wg € Atom(C(A)), wa > L. First of all, observe that, looking at the way the
set Atom(C(A)) is defined, if wg = L for some wg € Atom(C(A)) then, by a symmetry
argument it would be the case that every wz € Atom(C(A)) would also be L. Second,
let us show that | | Atom(C(A)) = T. Indeed, note that Atom(C(A)) = Partn—1(C(A)),
and thus this directly follows from Proposition 2 when taking ¢ = n — 1. Therefore, we
conclude that wg > L for every wg € Atom(C(A)).

(ii) For any wg € Atom(C(A)), there is no D € C(A) such that L < D < wg. It is
enough to show that, for any element (v | b) € C(A)\ {1}, with v € Atom(A), we have
that either waM(y | b) = L or wal (v | b) = wg itself. Since v € Atom(A), then v = «;
for some 1 <7 < n. Then we have two cases: either b = «; V ---V a,, and in that case
wa M (7] b) = wa, or otherwise b is of the form b = «; V ay V a, for some k < i. Then,
in the latter case, we have (v | b) M (ak | ax V...V an) = (a; | i Vax Va) N (ak |
apV...Vap) < (o | ai Vo) (ak | arVa;) = L, whence (v | b) Mwsg = L as well. O

Ezample 1. Let A be the Boolean algebra of 3 atoms {1, as, az} and 8 elements.
Theorem 1 tells us that the atoms of the algebra C(A) are as follows:

Atom(C(A)) ={(ay | T) M (e | ma;) 14,5 =1,2,3 and ¢ # j}.

Therefore, the algebra C(A), depicted in Figure 1, has six atoms {z1,...,z¢}
and 2% = 64 elements. In particular, we have that 1 = (a1 | T) M (a2 | —ay),
zo = (a1 | T)M(as | mon), 23 = (a2 | T)M(eq | maz), 24 = (a2 | T)M(as | ~as),
x5 = (a3 | T)M(aq | mag) and 26 = (a3 | T) M (az | —az).

Let us consider the conditional y = (a3 | —ag). Obviously, y = | [{z; : z; < y}
and, thanks to part (2) of Lemma 1, it is easy to see that, indeed, y = z1 UzsLlxs.
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Fig. 1. The algebra of conditionals C(A), when |Atom(A)| = 3, the atoms of which are
x1,T2,T3, T4, Ts,Te. The element y = (a1 | ~ag) is z1 Uzs U xs.

As for a further explicative example, notice that x; Uxzy = ((aq | T) M (a2 |
—an)) U ((ar [ T) M (as | —ar)) = (o [ T) M (a2 Vas | nar) = (a1 [ T) N (max |
—a1) = (a1 | T). Analogously (ag | T) = x5 Uxzyg and (a3 | T) = x5 U x6.

We close this section by characterising the atoms which are below a given
non-trivial basic conditional (i.e. different from T).

Lemma 2. Let @ = (a1, qa,...,an-1) € Seq(A), and let wg be its correspond-
ing atom, i.e. wg = (a1 | T)M(ag | ma1) M (az | ma1 A=) M. 1 (ap-1 |
o1 A ... ADQp_2). Further let 8 € Atom(A) and y € A such that B < y. Then,

wg < (Bly) iff i <n—1 such that a; = B and a3 A ... A —a;_q1 > y.

Proof. If a; = Band —~ai1A...A=a;—1 > y, then clearly (a; | ma1A. . . A=ai—1) < (B | y)
and hence wg < (B | y) as well. As for the other direction, we have two possibilities:
(i) There is ¢ < n — 1 such that a; = 8. If i = 1, then since T > y, the condition is
fulfilled. Then assume ¢ > 1 and wgz M (B | y) = wa, we want to prove that —ai A ... A
—@ai—1 > y. Indeed, we have:

-If a1 <y, we would have (a1 | T)M (B8 | y) < (a1 | y) M (as | y) = L, and hence
wz M (B |y) = L, contradiction. Therefore a; < —y.

- If ap <y, since a1 < —y, we would have (a2 | ~a1) M (B | y) < (a2 |y) (B |y) = L,
and hence ws M (8 | y) = L, contradiction. Therefore, az < —y.

-If ;-1 < gy, since an < oy, a2 < 2y, .., a2 < oy, we would have (ai—1 |
—a1 A Aai—2) M (Bl y) < (a2 |y)M(B|y) =L, , and hence wa M (B | y) = L,
contradiction. Therefore, o;—1 < —y.



As consequence, a1 V...V a;—1 < -y or, equivalently, ma1 A ... A —ai—1 > y.

(ii) 8 = an, where ay, is the remaining atom not appearing @. In this case, one can
show that wg M (8 | y) = L, and hence wg £ (B | y). Indeed, if 8 = a, < g, it
means that y > «a; V an,, with ¢ < n — 1. Then the atom wg contains the conjunct

(i | moa A omai—1) = (i | s V...V ay), and we have wa M (8 | v) < (as |
a; V.. Va)M(Bly) <(ai|aiVan)M (8| Va,) =1 m]
Proposition 3. Let @ = (a1, 9,...,a,-1) € Seq(A), and let wg be its corre-

sponding atom. Then, for any x,y € A\ {L} such that x % y.
wg < (z|y) iff 3i<n—1 such that: (1) a; <x Ay, and (2) ¥V j <i, ~a; >y.

Proof. Since (z | y) # L, we know that At = {8 € Atom(A) : B < z Ay} # 0, and
(| y) =LHPB | vy): B € At}. Now, wa < (v | y) iff there exists 8 € At such that
wa < (8| y). By Lemma 2, this holds iff there is ¢ < n — 1 such that a; = 3 and for all
j <, oy >y O

4 Towards a logic for conditionals

In this section we define first steps towards a logic to reason with conditionals
whose semantics is in accordance with the notion of BAC algebras as described
above. Let £ be the classical propositional logic language, built from a finite set
of propositional variables p1,ps,...pn. Based on £, we define the language CL
of conditionals, in the style of e.g. [8], by the following stipulations:

- Atomic conditional formulas are expressions (¢ | ¥), where , ¢ € £, and such
that ¥ I/ L. Atomic conditional formulas are in CL.
- Further, if &, ¥ € CL, then =&, ® AU, &V ¥ € CL.!

Definition 2. The Logic of Boolean conditionals (LBC' for short) has the fol-
lowing axioms and rules, where -py, denotes classical derivability:

(PL) Azioms and rule of classical propositional logic for CL formulas

(A1) (¢ | )

(A2) =(p | ) & (m¢ | )

(A3) (@ |P)N (] 9) < (@A | D)

(A4) (o | ) < (pAY | )

(A5) (g v) < (@ | X)A(x|¥), iftpL ¢ = x and Fpp x = ¥

(R1) frombpr @ — 1 derive (¢ | x) — (¢ | x)
(R2) from Fpr x < ¢ derive (¢ | x) < (¢ | ¥)

The notion of proof in LBC, ¢, is defined as usual.

The above axiomatic system is clearly inspired on the key properties of BAC
algebras, and indeed we can prove a tight relation with them. We shall write
LL to denote the Lindenbaum-Tarski algebra for the propositional language L.
For ,¥ € CL, we write ® = V¥ if e & + ¥. (R1) and (R2) ensures that if
Fpr o < ¢ and Fpp ¢ < ¢/, then (¢ | ) = (¢’ | ¥'). The following holds.

Proposition 4. The Lindenbaum-Tarski algebra for the language of condition-
als CL, i.e. the quotient algebra CL/=, is a BAC algebra, namely CL/= = C(L).

! We use the same symbols for connectives in £ and in C£ without danger of confusion.



Semantics and completeness

The guiding idea in defining a semantics for CL is that the evaluations of CL-
formulas should be in one-to-one correspondence with the atoms of the algebra
CL/=. Recall from Section 3 that the atoms of C(A) are of the form

(()(1 | T) M (042 I _‘051) M (043 | —aq A _‘052) M...Mn (Oén_l | 02 WANAN —\Oén_g),

where «q,...a,_1 are atoms of original algebra A, that is, the a;’s must cor-
respond to maximal elementary conjunctions of literals, or equivalently to eval-
uations of L. In the following let 2 be the set of (classical) interpretations
for the propositional language L, i.e. 2 = {w : Var — {0,1}}. Note that if

there are m propositional variables, then |{2| = 2™. Therefore, the idea is to
define CL-evaluations as sequences e = (wz, ..., wsm ), of pair-wise distinct 2™
interpretations wi,...,wom € §2, and to stipulate that such a CL-evaluation

e makes true conditional (¢ | ¥) when the ‘atomic’ formula determined by e,
(Wi | T)A(wz | ") Ao o A(Wn—1 | " WL A ... A "Wp_3), is ‘below’ (¢ | V),
where n = 2" and w; denotes the maximal elementary conjunction of L-literals
that are true under w; € §2. Therefore, taking into account Proposition 3, we
propose the following definition of CL-evaluations.

Definition 3. A CL-evaluation is a sequence e = (w1, wa, ..., w,) of n pairwise
distinct wy, ..., w, € 2. The corresponding truth-evaluation of formulas of CL
18 as follows:

- for atomic CL-formulas: e(¢ | ¥) = 1 if w; |E ¢ for the lowest index i such
that w; =1, and e(p | ¥) = 0 otherwise.

- for compound CL-formulas: e is extended using Boolean truth-functions.

The corresponding notion of consequence is as expected: for any set of CL-
formulas I'U{®}, I =rpc P if, for every CL-evaluation e such that e(¥) = 1
for allW € I', then e(P) = 1.

In order to prove completeness for LBC, we need some preliminary results.
For every valuation h of the Lindenbaum algebra CL/= into the 2-element
Boolean algebra, i.e. for every Boolean homomorphism h : CL/= — {0, 1}, let w”
be the unique atom in C£/= such that h(w”) = 1. Also, let @, = (a1, ..., qn_1)
(for a; € Atom(LL)) be such that w" = wg. Further, for every «;, let w! be
the unique evaluation in 2 such that w!(a;) = 1. Then, we write A(h) =

(wh, ... wh_).

Lemma 3. A(h) is a CL-evaluation, and for each CL-formula &, h(P) = 1 iff
A(h)(®) = 1.

Proof. Let h: CL/= — {0, 1} be a valuation as above. By construction, it is clear that
A(h) is a CL-evaluation. Now we prove, by induction on the structure of the formula @,
that A(h)(®) = 1 iff h(®) = 1. The interesting case is when @ is an atomic conditional
(¢ | 1) such that (o | 1) # T. Then, h(®) = 1 iff W™ < (o | ¥) iff (by Proposition 3)
there is i < n — 1 such that w () = wl*(y)) = 1 and w]' (1)) = 0 for all | < i, and thus,
iff A(h) = (w},...,wh_,) is such that a A(h)(®) = 1. O



Now the soundness and completeness of LBC easily follows from the above.

Theorem 2 (soundness and completeness). LBC is sound and complete
w.r.t. CL-evaluations, i.e. Frpe = FErLBC-

Proof. Soundness is easy. As for completeness, assume that I' /e @. Thus there
exists a homomorphism h : CL/= — {0,1} such that h(y) = 1 for all v € I', and
h(®) = 0. Thus, by Lemma 3, A(h) is a CL-evaluation such that A(h)(v) = 1 for every
v €' and A(h)(®) =0, ie I e @ . O

5 Relation to non-monotonic reasoning models

Conditionals possess an implicit non-monotonic behaviour. Given a conditional
(¢ | ¥), it does not follow in general that we can freely strengthen its antecedent,
i.e. in general, (¢ | ¥) Yrpe (¢ | ¥ A x). For instance, ¢, 1), x can be such that
e A = L while p A A x E L. Actually, and not very surprisingly, the logic
Frpc satisfies the analogues of KLM-properties which characterize the well-
known system P of preferential entailment [10, 11].

Lemma 4. - po satisfies the following properties:

Reflezivity: Frpc (¢ | ¢)

Left logical equivalence: if =pr, @ <> then (x| ¢) Free (x | ¥)
Right weakening: if =pr o — ¢ then (¢ | x) Fre (¥ | X)

Cut: (¢ [ V) A (X | ¢ AY) Frpe (X | ¥)

OR: (¢ [ ) N (@ | x) Free (¢ [ ¥VX)

AND: (¢ [ ) N (6 [ ¥) Free (9 NS [ 1)

Cautious Monotony: (o | ) A(x | ¥) Free (X | ¢ A1)

Proof. Reflexivity, Left Logical Equivalence, Right Weakening and AND correspond to
(A1), (R2), (R1), and (A3) of LBC, respectively. The other cases are proved as follows.
Cut: by (A4), (x [ ¢ AY) A (¢ | ¥) is equivalent to (x A AP | @ AP)A (9 AY | 1), and
by (A5), it is equivalent to (x A ¢ A | ¢), and by (R1) this clearly implies (x | %).
Cautious Monotony: by (A3), (¢ | ¥) A (x | ¥) is equivalent to (¢ A x | ¥), which by
(A 4) is in turn equivalent (o A x A9 | ¥), and by (A5) implies (¢ A x A | o A ),
which by (A3) it is equivalent to (x | ¢ A 9).

OR: (¢ [ ) A (¢ | x) is equivalent to [(¢ | ) A (@ [ X) A (W [PV )]V (0| ¥)A (e |

X) A (x | ¥V x)], and this implies [(0 AY [ ) A (¥ [ VX)]V (@ Ax | x) A (x [P VX,
that is equivalent to (0 AW | YV x)V (©AX | ¥V X), which finally implies (¢ | Y V). O

Now, let us fix a set of (atomic) conditional statements K, and let us define
the consequence relation associated to K: ¢ v if K Frpe (¥ | ¢). Our last
proposition is easily derived from the previous lemma.

Proposition 5. |~ is a preferential consequence relation.

It can also be proved, but we omit this owing to space constraints, that Ra-
tional Monotonicity is also satisfied by LBC. Though this property is far more
controversial than Cautious Monotonicity, it has been argued for in a number of
circumstances.



6 Concluding remarks

This paper deepens the investigation on Boolean algebras of conditional events
that we began in [4]. Here, we have presented a full description of the atomic
structure of these algebras and, based on this, we have defined a corresponding
logic, LBC, to reason with conditionals. Moreover, we have shown tight connec-
tions of this logic with preferential nonmonotonic consequence relations.

Our previous work [4] was motivated by investigating the relationship of
conditional probabilities on a Boolean algebra A and simple probabilities on the
algebras of conditional events C(A). Our conjecture is that for any conditional
probability on A there is a simple probability on C(A) agreeing on basic condi-
tionals. Based on our new results, a close investigation on probabilities and other
uncertainty measures on BAC algebras is the object of our future research.
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