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Extending the BDI architecture with
commitments

Dorian Gaertnera,1, Pablo Noriegaa and Carles Sierraa
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Abstract. In this paper, we describe a novel agent architecture for normative multi-
agent systems which is based on multi-context systems. It models the three modali-
ties of Rao and Georgeff’s BDI agents as individual contexts and adds a fourth one
for commitments. This new component is connected to all other mental attitudes
via two sets of bridge rules, injecting formulae into it and modifying the BDI com-
ponents after reasoning about commitments. As with other normative approaches
the need for methods to deal with consistency is a key concern. We suggest three
forms of dealing with the truth maintenance problem, all of which profit from the
use of multi-context systems.
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1. Introduction

Autonomous agents are an important development towards the achievement of many of
AI’s promises. Among the many proposed agent architectures are Rao and Georgeff’s
well-known BDI agents [19] that model mental attitudes of an agent, concretelybeliefs
(representing the state of the environment),desires(representing the state of affairs the
agent wants to bring about) andintentions(representing the currently selected goals).
Multi-context systems, devised by Giunchiglia and Serafini [12] to structure knowledge
into distinct theories, allow us to define complex systems with different formal compo-
nents and the relationships between them. Parsons et al. [18] use these systems to model
the three BDI modalities as individual components (contextsor units) with bridge rules
to describe the dependencies between them. We propose to extend the BDI agent model
with a fourth component that keeps track of thecommitmentsan agent has adopted. We
view a commitment as a triple consisting of the entity that commits, the entity that the
commitment is directed at and the content of the commitment. These entities can be indi-
vidual agents, groups of agents or institutions. In this paper, we will follow the approach
taken by Parsons et al. and model agents as multi-context systems. We describe how the
commitment component is connected to the other three contexts via instances of two
basic bridge rule schemata and suggest approaches to handle arising inconsistencies.

In the next section we are going to formally define the use of the termsCommit-
mentandNormthat we are employing in this paper. Subsequently, we summarise multi-
context systems and explain how we extended them. We show how our architecture lends
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itself to modellingnormativeMAS and propose a novel way to operationalise norms.
Section 4 is concerned with truth maintenance and consistency issues. Finally, we con-
trast our architecture with existing ones, present our future work and conclude.

2. Commitments and Norms

Norms, normative agents and normative multi-agent systems have received a lot of atten-
tion in recent years. Lopéz y Lopéz et al. [15] proposed a formal model of these concepts
using the Z specification language. García-Camino et al. [11] have analysed the concept
of norms in a society of agents and how norms are implemented in an electronic institu-
tion. In [8], Dignum et al. extend the BDI architecture to handle norms. They are using
PDL, a deontic logic, to formalise obligations from one agent to another. Norms, in their
view, are obligations of a society or organisation. They explicitly state that a norm of a
society is a conditional (p should be true whenq is true). Finally, Cohen and Levesque in
their paper ‘Intention is choice with commitment’ [6] talk about internal commitments
as a precursor to the social commitments that we concern ourselves with.

We consider acommitmentfrom one entity to be directed at another entity. With
respect to these entities, one needs to distinguish between individual agents and groups
of agents - or electronic institutions [1]. For example, an agent can be committed to an
(electronic) institution to behave in a certain way. The institution on the other hand, may
be committed to the agent to reward or punish him, depending on his behaviour. Note,
that this is different from the case where one agent is responsible for norm enforcement.
Commitments may also exist between agents or between different electronic institutions.

The content of a commitment can be a certain contract (e.g. an intention to deliver
ten crates of apples once the agent believes to have been paid) between two agents or it
can be a norm (e.g. you should not desire your neighbour’s wife). In this paper, we will
focus on the latter. The BNF description of our commitment language is hence (where
WFF stands for a well-founded formula in an appropriate language, see e.g. [13]):

Commitment ::= Commit(S, S, dCe)
S ::= agent | institution
C ::= Contract | Norm

Contract ::=WFF
Norm ::= ϕ→ ψ

ϕ ::= ConjLiterals
ConjLiterals ::=MLiteral |MLiteral ∧ ConjLiterals

ψ ::=MLiteral
MLiteral ::=MentalAtom | ¬MentalAtom

MentalAtom ::= B(term) | D(term) | I (term)

We consider anorm to be a conditional, first-order logic formula that relates mental
attitudes of an agent. All variables are implicitly universally quantified. In this paper, we
are using beliefs (B), desires (D) and intentions (I ) to model an agent’s mental state. For
example,

B(sex(X,S)) ∧ B(sex(Y, S)) → ¬I (danceWith(X,Y ))



is a norm which can be read as “for any two agents, if they have the same gender, they
should not intend to dance together" (example taken from the social ballroom of Gaertner
et al. [10]). The argument to the mental literals can be any term and the implication arrow
of the norm can always informally be translated with the English wordshould.

Although, in the above formula the modalitiesB and I should have a subscriptx
indicating that we are talking about beliefs and intentions of agentx we drop these
subscripts for readability whenever it is clear from the context which agent is referred to.
Furthermore, we never need distinct subscripts in the same norm formula, since it does
not make sense to say a belief of one agent causes an intention for another agent.

A norm, for us, is a social phenomenon, in that it applies to all agents in a given
society or institution. Each agent is then committed to the institution to obey the norm.
We therefore stipulate that ifϕ is a norm in an institutionΠ, the following must hold:

∀α : agent ∈ Π : inst . Commit(α,Π, dϕe)

wheredϕe is the codification of a norm as a term in Gödel’s sense. Contrast this with the
notion of a contract, which in most cases affects only two parties (or agents):

Contract(α, β, dϕe) → JointCommit({α, β}, dϕe)

where the notion of a joint commitment can be defined in arbitrarily complex ways. In
what follows, we will mostly talk about agents who are committed to the institution they
belong to. We therefore drop this information (i.e. the first two parameters) for brevity’s
sake. Unless otherwise stated, a commitment toϕ of the form:Commit(dϕe) should be
read as:Commit(self,myInstitution, dϕe).

3. Multi-context Architecture: BDI+C

Multi-context systems (MCS) have first been proposed by Giunchiglia and Serafini in
[12] and were subsequently used in a generic agent architecture by Noriega and Sierra
in [16]. Individual theoretical components of an agent are modelled as separatecontexts
or units, each of which contains a set of statements in a languageLi together with the
axiomsAi and inference rules∆i of a (modal) logic. A unit is hence a triple of the form:

uniti = 〈Li, Ai,∆i〉

Not only can new statements be deduced in each context using the deduction machinery
of the associated logic, but these contexts are also inter-related viabridge rules, that
allow the deduction of a formula in one context based on the presence of certain formulae
in other, linked contexts. An agent is then defined as a set of context indicesI, a function
that maps these indices to contexts, another function that maps these indices to theories
(providing the initial set of formulae in each context) together with a set of bridge rules
BR as follows:

Agent = 〈I, I → 〈Li, Ai,∆i〉, I → Ti, BR〉

The BDI+C agent architecture we are proposing in this paper extends Rao and
Georgeff’s well-known BDI architecture with a fourth component which keeps track of
the commitments of an agent. Below we describe a BDI+C agent as a multi-context sys-



tem being inspired by the work of Parsons, Sierra and Jennings (see [18]). Each of the
mental attitudes is modelled as an individual unit. Contexts for communication and plan-
ning (a functional context) are present in addition to the belief-, desire-, intention- and
commitment-context but in this paper we will focus on the latter four.

For the belief context, we follow the standard literature (see for example, [17] and
[19]) and choose the modal logic KD45 which is closed under implication, provides con-
sistency, as well as positive and negative introspection. However, it does not have veridi-
cality, which means that the agent’s beliefs may be false. However, in such a situation
the agent itself is not aware that its beliefs are false. Like Rao and Georgeff [19] we also
choose the modal logic KD to model the desire and intention components.

For the commitment context, the logic consists of the axiom schema K, closure un-
der implication, together with the consistency axiom D. This does allow for conflicting
commitments, but prohibits to be committed to something and not be committed to that
something at the same time. That means, that we do not allow bothCommit(dϕe) and
¬Commit(dϕe) to be present at the same time. However, it is perfectly possible to have
bothCommit(dϕe) andCommit(notdϕe) in the commitment context . Due to the ex-
istence of schema K in this context, one can deriveCommit(dϕe and notdϕe) which
is different fromCommit(false). The argument is just a term—we could assign any
semantics to it. The beauty of MCS is that it allows us to embed one logic as terms into
another logic (the logic of the component). Therefore,Commit(and(ϕ, not ϕ)) evolves
to Commit(false) only if we apply propositional logic to the language modelled in
this context. The two introspection axioms do not apply, since it does not make sense to
say that once an agent is committed to some cause, it is also committed to be commit-
ted to this cause; similarly for negative introspection. All units also have modus ponens,
uniform substitution and all tautologies from propositional logic.

3.1. Bridge Rules

There are a number of relationships between contexts that are captured by so-called
bridge rules. A bridge rule of the form (sometimes written on one line for convenience):

u1 : ϕ, u2 : ψ
u3 : θ or u1 : ϕ, u2 : ψ → u3 : θ

can be read as: if the formulaϕ can be deduced in contextu1 andψ in u2 then the
formulaθ is to be added to the theory of contextu3. It allows to relate formulae in one
context to those in another. In [18] three different sets of bridge rules are described which
model realistic, strongly realistic and weakly realistic-minded agents. Figure 1(a) shows
the model of an strongly realistic agent. Note, that in these figures, theC represents the
communication unit andCC the commitment unit. One of its bridge rules, for example,
states that something that is not desired should also not be intended.

In addition to the information-propagating bridge rules in the figure, there are more
complex rules related to awareness of intention and impulsiveness between the belief
and intention units (see [17]). These are common to all strongly realistic agents. Finally,
there are domain specific rules, which link the contexts to the communication unit and
control the impact of interaction with the environment on the mental state of an agent.
An example of this is the bridge rule that stipulates that everything that is communicated
to an agent to be done is believed to be done.
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Figure 1. (a) Multi-context description of a strongly realist BDI agent taken from [18]. Note, thatC stands for
a standardcommunicationcontext as the authors did not concern themselves with commitments. (b) Commit-
ment overlay for normative agents. In this figure, square brackets represent Goedel codification.

We are proposing to add an extra layer of bridge rules to existing BDI multi-context
agents that controls the content of the mental contexts via norms. Remember, we earlier
stated, that an adopted norm becomes a conditional commitment. The defaultnormative
personality of an agent is expressed as follows: an agent commits to believe everything
it believes, commits to desire everything it desires and commits to intend everything it
intends; and an agent beliefs what it is committed to believing, desires what it is commit-
ted to desiring and intends what it is committed to intending. This is modelled via two
sets of bridge rules whereΦ stands for any ofB, Dor I :

Φ : Φ(ϕ)
CC : Commit(dΦ(ϕ)e) (*)

CC : Commit(dΦ(ϕ)e)
Φ : Φ(ϕ) (**)

Two examples of this can be seen in Figure 1(b) that depicts the normative layer of bridge
rules we propose. Formulae (restricted to mental literals) from any of the three standard
contexts are injected into the commitment context via a bridge rule of the form (*), where
they encounter norms (first-order logic implications). Since the commitment context is
closed under implication, the deduction machinery inside this context can be thought of
asapplyingthe norms. The resulting formulae of the local reasoning in the commitment
unit are then injected back into the appropriate context via a bridge rule of the form (**).

The six arcs in the figure represent thedefault normative personality of an agent.
It is perfectly reasonable to imagine agents with different attitudes towards norms. A
rebellious agent for example, may not desire or intend everything that it is committed
to desiring or intending. Modelling agent types can therefore proceed on two levels. At
the standard level between the belief-, desire- and intention context, personality traits
like strong realism can be modelled, whereas character traits related to norms and norms
adoption can be mimicked by modifying the overlay net of bridge rules involving the
commitment context.



This proposed architecture is operationally speaking very simple. The complexity of
norm execution is dealt with in the commitment context, whose logic is easily modifiable.
Our modular, layered approach is a natural, clean extension that provides BDI agents
with a new capability, namely norm compliance.

4. Truth Maintenance Problem

Adopting a norm and hence adding a commitment is in some way like opening a channel,
linking different parts in the agent’s ‘brain’. For example, a commitment of the form
Commit(dB(ϕ) → I (ψ)e) causesI (ψ) to be deduced in the intention context ifB(ϕ)
is deducible in the belief context. The reasoning is as follows:

• a bridge rule from the normative layer (see (*) in Section 3) addsCommit(dB(ϕ)e)
to the commitment context sinceB(ϕ) is deducible in the belief context

• the adopted norm together with an instance of schema K allow us to deduce
Commit(dI (ψ)e)

• another normative bridge rule (see (**)) injectsI (ψ) into the intention context

One can therefore think of this as having a bridge rule linking the belief and the
intention context, which is only activated, onceCommit(dB(ϕ) → I (ψ)e) is present
in the commitment context. What happens however, ifB(ϕ) is removed from the belief
context? Should one also removeI (ψ) from the intention context? What impact does
the revocation of the commitment have? In any case, one has to ensure the consistency
of all the mental attitudes (since their respective logics contain schema D). Generally,
adopting a normhas extensive ramifications with respect to consistency. This dilemma
is known as thetruth maintenance (TM) problem. Artificial Intelligence has seen many
different approaches to the TM problem. For our purposes, the most promising ones are:

4.1. Standard truth maintenance systems

Once a bridge rule has fired and tries to inject a formula into a context, it is the respon-
sibility of the context to maintain consistency. In the simplest case, it checks, whether
the formula to be inserted is inconsistent with the existing theory of the context and if it
finds this to be the case, rejects the proposed injection. This is a very simplistic approach
that only allows monotonic updates. More sophisticated truth maintenance systems can
handle non-monotonic updates orbelief revision. A formula which contradicts the ex-
isting theory in a context can still be inserted, but some machinery must then revise the
theory to make it consistent again (by removing some of the causes of the contradiction).
Two main approaches whose use we are investigating currently arejustification-based
truth maintenance systems like the one proposed by Doyle [9] andassumption-based
truth maintenance systems following the work by deKleer [7].

4.2. Argumentation

A traditional way of resolving conflicts is to consider the arguments in favour and against
a decision and choose those that are more convincing. The area ofargumentationstudies
this process and gives tools, mostly based on logical approaches, to automate this deci-
sion process (see for example the work detailed in [3] and [18]). In these works the de-



cision is made considering that arguments are proofs in a logical formalism and that the
proofsattackone another by deducing opposite literals orrebutone another by deducing
the opposite of a literal used to support a proof.

In our case we need to have a notion of argument that bases theattacknot only on
some logical relationships between the proofs used to support two opposite literals, but
also the fact that some of the proofs are based on the application of norms. Therefore,
beyond the logical attack one has to consider thestrengthof the argument in how sup-
ported it is by the norms of the institution. In that sense, we suggest to include in the
proof the set of norms applied to generate a commitment and use a measure over them
when the content of the commitment challenges a pre-existing intention, belief or desire.
This measure can be based on specific reasoning with respect to the willingness that the
agent has to respect a given norm, or thedegree of adoptionof the norm by the agent.

4.3. Decision Theory and Graded Mental Attitudes

Decision theory on the other hand is based onutilities. When faced with two conflicting
intentions, one dictated by a norm and the opposite dictated by the agent’s desires, it
may decide to violate the norm, if this violation and the fulfilment of its desire are more
satisfyingthen conforming to the norm. In order to decide what is more satisfying, we
propose to use graded mental attitudes similar to the work done by Casali et al. [4].

In their work, the atomic formulae in contexts are no longer of the formB(term)
but instead are enriched with a weightε to giveB(term, ε). This weight represents the
degree of belief. Similarly, for desires, it represents the degree of desire allowing us to
attach priorities to certain formulae. In the case of intentions, the weight can be used to
model the cost/benefit trade-off of the currently intended action. Finally, a weight on a
commitment indicates the degree of adoption. Using these graded modalities, one can
compute the utility of each of the conflicting atoms and act accordingly.

5. Related Work

We have referred to related work throughout the paper, in particular in the first half. In
this section, we aim to contrast our proposal with two particular lines of work, namely a
modified BDI interpreter by Dignum et al. [8] and the BOID architecture by Broersen et
al. [2]. Dignum and his colleagues add one step to the main loop of the BDI interpreter
in which selected events are augmented with deontic events by repeatedly applying the
introspective norms and obligations [8]. They distinguish between norms (that hold for a
society) and obligations (that hold between two agents). They rank obligations based on
the punishments associated with their violation and norms based on their social benefit.
Our view of commitments is broader in that we allow the committed entities and the
subjects of the commitment to be agents, groups of agents or entire societies. The archi-
tecture we propose is more flexible, too, since each component has its own logic and the
relationships between components can be varied dynamically.

The BOID architecture by Broersen and his colleagues has many similarities with
our work. It contains four components (B, O, I and D) where the O component stands
for obligations (as opposed to commitments in our case) and the other components have
the usual meaning. They suggest feedback loops that feed the output of every component



back to the belief component for reconsideration. The order in which components are
chosen for rule selection, determines the kind of character the agent possesses. For ex-
ample, if obligations are considered before desires, the agent is deemed to be social. One
drawback is, that they only consider orders in which the belief component overrules any
other modality [2]. Furthermore, these orders are fixed for each agent. Using our agent
architecture, agent types can be modified dynamically. Also, the relationship between
mental attitudes can be controlled at a finer level of granularity (e.g. domain-specific
rules connecting multiple contexts rather than the strict ordering of components required
in the BOID architecture).

6. Future Work

We are currently working on implementing the BDI+C agent architecture using
QuP++ [5] an object-oriented extension of QuProlog. The advantage of this particular
Prolog variant is its multi-threadedness and support for reasoning. We are implementing
every context as an individual thread and use separate threads for bridge rules to syn-
chronise between the contexts. Another line of research is concerned with generalising
both the architecture and the implementation to handle graded mental attitudes. Casali
et al. [4] have formalised the notion of uncertainty for the BDI model and we believe it
can be employed in the BDI+C model in order to tackle the truth maintenance problem.
Furthermore, it will allow us to represent the character or type of an agent more closely.
We even envisage the ability to express themoodof an agent via dynamically changing
the degree to which it believes, desires, intends and sticks to its commitments.

Furthermore, our interest lies in investigating temporal aspects of norms and norm
adoption. In [20], Sabater et al. extend the syntax of bridge rules by introducing the
notions of consumption and time-outs. We intend to make use of these extensions in
order to allow for more expressiveness in the formulation of normative commitments.

Lopéz y Lopéz, in her doctoral thesis [14], describes different strategies for norm
adoption ranging from fearful, rebellious and greedy character traits to reciprocation and
imitation of other agents. All her strategies are based on potential rewards or punish-
ments. Broersen et al. in [2] define agent characters based on the fixed order of the belief-
, obligation-, intention- and desire-component (though they do not use multi-contexts,
one can think of their components as such). They also give names such as ‘super-selfish’
to some of these orderings. Using the extended bridge rule layer of our architecture com-
bined with graded versions of the mental attitudes, we can define different agent charac-
ters more formally and on a much finer level of granularity. The notions of release from
commitment and norm evolution are also very interesting in this context. We intend to
stretch the applicability of our proposed agent architecture to find out its limitations and
possibly expand it.

7. Conclusions

In this paper we have outlined a conservative extension of BDI agent architectures to
grasp the notion of commitments. We have proposed how to make these extensions op-
erational in terms of multi-context logics and illustrated them with an example of dance



negotiations following the etiquette conventions of a ballroom (more details about social
norms and etiquette can be found in [10]). We found that our proposed extension of a
BDI architecture—to incorporate commitment—is easy to formalise and make opera-
tional and has the following features:

1. It may be readily added on top of a given BDI model by simply including a new
context and bridge rule schemata linking it to each of the other modalities.

2. Although we have proposed a schema that is uniform for all modalities, it is easy
to fine-tune any given formalisation of the features of the commitment unit and
the underlying BDI architecture in order to capture alternative formalisations,
shades of meaning or the character or personality of an agent.

3. Our BDI+C model appears to be general enough to explore with it the complex
aspects of legal consequence; especially in its concrete aspects of individual norm
compliance with respect to the attitude of an agent towards authority, utility, self-
ishness and other features that have been addressed by the MAS community.

4. The notion of norms as an initial theory for the commitment context and the
commitment-dependent bridge rules provide convenient ways to study para-
normative aspects like norm adoption, compliance, blame assignment, violation,
reparation or hierarchical normative sources. Likewise, the notion of contract
could be modelled as joint commitments and added to the commitment context.

5. In a similar fashion, we have only pointed out a straightforward translation of
norms as commitments between individuals and an institution, although it should
be evident that other notions of authority (hierarchies of norms, issuers of norms,
contingent applicabilities of norms) may be modelled along the same lines.

6. The evolution of the belief-, desire-, intention- and commitment theories as in-
teraction proceeds and associated consistency issues may be addressed with the
type of tools that have been applied to other dynamic theories, although in this
paper we only hinted at three mechanisms: standard truth-maintenance systems,
graded versions of the modalities and argumentation.
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