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CHAPTER 8

RANA: a Relationship-aware Negotiation
Agent
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Abstract. Much has been written on the use of rhetorical argumentation
to alter the beliefs of a partner agent within a particular negotiation. The
problem addressed in this chapter is the measurement of the long-term value
of rhetorical argumentation in repeated interactions between a pair of agents,
and of the management of such argumentation to achieve strategic aims
concerning the strength of the agents’ relationships. RANA is a relationship-
aware negotiation agent in the context of information-based agents [1] that
have embedded tools from information theory enabling them to measure and
manage strategic information.

Keywords: Argumentation, Negotiation, Bargaining, Social relationships,
Information theory, Rhetorics, Trust, Software Agent, Agent architecture,
Multi-agent System.

8.1 Introduction

Human agents generally place great value on their relationships with others
particularly in the conduct of business [2, 3]. Business relationships develop
as a subtle byproduct of interaction. Our premiss is that if artificial agents
are to conduct business automatically then they too will need to understand
the value of business relationships, and will need tools to build and manage
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them. An agent’s relationships is a model that somehow summarises its
full interaction history with the intention of enabling the agent to exhibit
a strategic social sense. Summary measures such as trust [6] may appear
explicitly in the relationship model—there may be many such measures in
this model. This chapter describes a framework for representing relationships,
and describes strategies for strengthening and weakening them using rhetorical
argumentation.

The term argumentation is commonly used to refer to both classical
argumentation and rhetorical argumentation. The term classical
argumentation is commonly used to refer to the generation of arguments, for
example as logical proofs, that support or reject particular courses of action
that may be taken during a decision making process. The term rhetorical
argumentation is commonly used to refer to the use of rhetoric particles with
the aim of altering an agent’s beliefs. One well-known set of rhetoric particles
is: informs, appeals, rewards and threats [7]. These four particles may be
used to alter an agent’s beliefs so as to make proposed deals, or contracts,
either more or less attractive. In this chapter we use rhetoric to strengthen or
to weaken the relationship between two agents. Our focus is on three rhetoric
particles: informs, opinions, and advice. This work is based on the idea
that relationships may be strengthened by exchanging reliable and relevant
information, opinions and advice.

This work is based on our information-based agents [1]. Information-based
agents are endowed with utilitarian machinery that enables them to pursue
their goals in a conventional manner. This machinery is augmented with tools
drawn from information theory that enable the agents to value the contents of
every utterance received. The intuition being that when an agent utters the
utterance gives away information. When an utterance is received it may be
valued in terms of the information gain in the receiving agent’s world model.
These valuations may be summarised in various ways to model the ongoing
value of information sources. These summaries may take account of the type
of illocutionary particle, and the source from which it came. However, the
contents of an ufterance, no matter what it is, may prove to be incorrect
or worthless for some reason, and the receiving agent may have no way of
determining its true worth for some time after receipt. When the true value
is known, the information-based machinery does two things: first it uses this
knowledge to update its model of the speaker as an information giver in terms
of how freely it passes on information, and second, it maintains an ongoing
model the overall integrity of the speaker for utterances of each type. By
applying this idea to various aspects of agent dialogue, this machinery is used
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in this chapter to build models of relationships that an agent has with other
agents. These relationship models then prove valuable, for example, when
deciding which agent to do business with for a given type of transaction.

Section 8.2 describes the rhetoric particles and the communication language
with an emphasis on informs, opinions, and advice. Our LOGIC framework
[16] is used to describe and formalise the characteristics of relationships
between agents in Section 8.3. This model contains four components. In
addition, two models, for trust and integrity, are required to support the
selection of interaction partners. They are described in Section 8.4. Section 8.5
finally draws the work together in a discussion of strategies.

8.2 Communication: Rhetoric Particles and Language

In this section we detail the language that agents use to build relationships with
a particular emphasis on the three rhetoric particles: inform, opinion and
advise. These three particles are used as follows:

* An inform communicative act informs the listener that a proposition
is true. That is, the speaker intends that the listener believes that the
proposition may be verified.

* “An opinion communicative act is a speaker’s evaluation of a
particular aspect of a thing in context, where the context is the set
of all things that the thing is being, explicitly or implicitly, evaluated
with or against. The set of valuations of all things in the context
calibrates the valuation space.” [4] For example, “Sydney is more fun
than Melbourne”. The context can loosely specified: “today’s weather
could not have been worse”. Dealing with opinions is predicated on an
understanding of the speaker’s intended context.

* “An advise communicative act is a speaker’s evaluation of a particular
aspect of a thing in the context of the speaker’s beliefs of the listener’s
context. It is a directive in Searle’s classification of speech acts.” [4] The
speaker of an advise statement may intend that the listener consider
some action to be desirable in some sense, for example, “If I were you I
would spend at least two weeks in Barcelona”. Alternatively, the speaker
of an advise statement may intend that the listener modifies its beliefs,
for example, “If I were you I would spend more time in Sydney on your
holiday than in Melbourne as you plan”.

These three communicative acts are, in a sense, in a loose hierarchy. An
inform act is concerned with a statement that may be verified by observing
world states, an opinion act with the speaker’s personal evaluation, and an
advice act with the speaker’s goals on the listener’s future states.
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The FIPA semantics [8] is expressed in terms of the rational effect that
illocutionary particles have. The rational effect of the three particles just
described may be cast in two different ways: first, the effect that they have
on the future internal state or future actions of the listener; and second, the
effect that they have on the relationship between speaker and listener when
the integrity of the uttered particle has been evaluated. For example, for the
first, if John informs Carles that Ferran Adria is cooking at a local restaurant
then Carles may immediately go for hunch, and for the second, if when Carles
arrives at the restaurant it is closed for renovations then Carles may use John’s
communication of inaccurate information to decrease his belief in John’s
information-giving ability and so to reduce the strength of his relationship
with John. This second sense of rational effect is of particular relevance to
this chapter.

8.2.1 Rhetoric Particles

The inform communicative act is widely used. In the following, agent i
informs agent § of proposition p. Its meaning is commonly taken to be as
specified in [§] that is extended below to include a dual rational effect:

<i, inform(j, p )>

FP: Bip A "Bi(Bif;p VUif;p) A
B;I; Done(<j, eval{p, x)>, )
RE1: Bjp

RE2: Done(<j, evalip, x)>,¢)

where in FIPA notation FP is the feasibility precondition, RE is the rational
effect, and

B;p means that agent i believes proposition p,

Bifip =Bip V Bim b,

Uif;p = Uip V Ujp, where U;p means that agent 7 is uncertain about
D.

I;a means that agent i intends to perform action 4,

In Done(<j, eval(p, x)>,¢), the construct <j, eval(p, x)>
means that after the integrity of proposition p is known to agent 7, that agent
rates the infegrity as x, where proposition ¢ is true when the integrity of p is
known to j, and Done (a, ¢») means that a has just taken place and that ¢ was
true just hefore that,
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In RE2: the evaluation is done when agent 7 has had the opporiunity to
exploit the contents of the inform and has a view the value of its integrity. This
evaluation is performed on a fuzzy scale, eval € [0,1], where 0 (means “is
totally useless™), and 1 (means “is most valuable™).

The FIPA specification does not include the opinion and advise
communicative acts. These are defined following in the FIPA notation.

Following the definition of the cpinion communicative act given above,
its representation will contain:

+ “the thing that is the subject of the opinion” [4],

* “the aspect, or attribute, of the thing that is being evaluated” [op.cit.],

¢ “a distribution over some evaluation space representing the rating of the
aspect of the thing in the context” [op.cit], and

» “optionally the context in which the evaluation is made, and a reason
supporting the opinion” [op.cit.).

For example, “The visual appearance (i.e. the aspect) of the Maserati Corsa
(i.e. the subject) is superb (i.e. the rating)” where the context may be “Italian
cars”. An opinion act may also contain a reason that is intended to justify
the rating; for example “The New York Times rated the Maserati Corsa second
their list of Top Sports Cars of the 2000s”.

The rating in an opinion is performed over a generally understood rating
space. In the above Maserati example the raling space could have been
{superb, ok, hideous}. In general the rating will be expressed as a probability
distribution over the rating space. In the example the rating is < 1,0,0 > over
this rating space. If a rating is expressed as a single probability, for example
“I rate the Maserati Corsa as ‘superb’ with confidence 0.8”, then this is taken
to be equivalent to a distribution with the vacant slots filted with the maximum
entropy distribution, for example < 0.8,0.1,0.1 > [18].

If a speaker performs an opinion action then this suggests that the
speaker:

* believes that she knows a particular intention of the listener,
* believes that an opinion she holds is relevant to that intention, and
* believes that her own opinion may influence that intention.

Suppose that, agent i, informs agent 7 that i’s rating of an aspect, s, of a
thing, t, is e in (the optional) context ¢ for the {optional) reason, r. It wouild
be very convenient if’

<i, opinion(ij,s,t,el,c,r}l}>
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could be defined as:

<i, inform(j,Rates(i,s,t,el,c,r]))>

where Rates (i,s,t, e[, c, r]) isa proposition meaning agent i’s rating
of aspect s of thing t is e, but this is rather weak with rational effect:
RE1:B; Rates(i,s,t,e[,c,r])

it would be unreasonable to require the rational effect to be that j now holds
the same opinion as 1:

RE1:B; Rates(j,s,t,el,c,r])

but it is perfectly reasonable to expect that j’s rating has been positively
affected by the utterance:

<i, opinion(j,s,t,el,c,r])>

FP: B; Rates(j,s,t,e’[,c,r]) [ABiIjc A Bir] A

B;I; Done(<j, evall(s,t,e,x[,c,r])>,¢)
RE1: B; Rates(j,s,t,e’’[,c,r]) ACloser(e”, e e’)
RE2: Done(<j, eval(s,t,e,x[,c,r])>,¢)

where Closer(x,y,z) means that rating y is closer to rating x than rating z.

That is, having uttered an opinion about &, i believes that j’s rating of t
has moved closer to i’s rating than it was prior to the utterance bing made. We
assume some suitable distance measure and that eval is redefined in line with
it.

We consider dual rational effects for the advise communicative act
as for inform and opinion above. A speaker may utter an advise
communicative act if she believes she knows the listener’s intentions or the
listener’s plans. For example, “I advise you to go to Sydney for your holiday.”
may imply that the speaker believes the listener intends to holiday elsewhere.
Another example, “I advise you to book your Sydney holiday now” may imply
that the speaker believes he knows that the listener has an active plan to do
otherwise. Only the first case is considered here.

As we have noted, an advise communication may contain advice either
to the listener to utter, or that the listener should modify his beliefs. Advice
to the listener to utter is called an advise action. Advice that the listener
should modify his beliefs is called an advise belief change. Additionally,
the speaker of an advise belief change will be interested to know whether
the listener has taken his advice. In this sense, an advise belief change is a
strong inform. These two cases are detailed below. In addition, such advice
may suggest that the listener modifies his goals, his intentions or his plans—
these three cases are not discussed here.
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By performing an advise action the speaker indicates that:
* he “believes he knows that the listener holds a particular intention” [4],
* “his knowledge of facts concerning the listener’s intention is better than
the listener’s knowledge of them” [op.cit.],
* “he intends the listener to believe that the advised action is in the
listener’s interests” [op.cit.], and
* “the listener may act otherwise” [op.cit.].
Consider now agent i advises agent j that she should perform action a subject
to the condition that agent 7 intends to achieve goal c. Two feasibility
preconditions are given; they represent agent i’s belief that her knowledge
is superior in some way to that of agent j. Two rational effects represent two
possible motives for agent i making the utterance.

<i, advise(j,a,c)>
FP: BiTjc A Bi( Wi(c) kb Wj;(c) A
-B;I; Done (<j,a>) A
B;I; Done(<j, eval(a,c,x)>,¢)
or: Biljc A B; (H(W;(c)) <H(Wj;(e)))A
—B;I; Done (a) A
B;I; Done(<j, eval(a,c,x)>,¢)

RE1: Done (<j, a>)
RE2: Done (<j, eval(a,c, x)>,9)
where:

eval (a, ¢, x) is the action of evaluating action a as x in context ¢, and the
proposition ¢ is true when this evaluation is performed;

Wi (c) denotes that part of 7’s world model concerning c;

Wi (c) denotes ¢’s beliefs concerning j’s beliefs concerning c;

Wi(c) F Wj; (c) denotes that Wj\; (c) is implied by a subset of W; (¢) ;
H(.S) denotes the overall uncertainty—possibly as entropy.

Second, an advise belief change, the two feasibility preconditions are
alternative representations of ¢’s beliefs of the greater value of her knowledge,
and the two rational effects represent two possible motives for acting:
<i, advise(j,p,c)>

FP: B; I ¢ A Bi( W; (c) = Wj\i(c) )/\ Bi7B; pA
B;I; Done(<j, eval(p,c,x)>,¢)
or: B; I; ¢ A B; (H(W;i(e)) <H(Wp;(c)))A

BimB;j p AB;I; Done(<j, eval (p,c,x)),qﬁ)
RE1l: BiB; p
RE2: Done (<j, eval(p,c, x)>, )
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where eval (p, ¢, x), Wi (e), Wi (c), (Wilc) — Wp;(c)) and H(S)
are as above. We note the difference between the RE1 above and as in the
inform

The agenls use a communication language, U, that is discussed in detail
in [4]. Tt contains three fundamental primitives: Commit{e, 3,¢) meaning
that o« commits to 8 that ¢ will occur within some future world state,
Observe(a, ¢) meaning that a world state is observed in which ¢ occurs, and
Done{u) meaning that action u has been performed.

8.3 The LOGIC Framework for Agent Relationships

All that an agent knows is represented in its full interaction history. This
history is typically very large and agents may contain tools for summarising
it in various ways [12]. The LOGIC framework is expressed in terms of
summary measures that may be applied to represent aspects of the relationships
that an agent has with other agents. This framework is described in detail in [5].
The LOGIC framework for categorising information is illustrated in Figure
8.1. The LOGIC framework is closely related to traditional agent conceptual
components:

o L ={B(a,y)}, thatis a set of beliefs.

« O = {Plan({a1,Do(p1)},..., {on,Do(pn))}, that is a set of joint
plans.

+ G = {D{a, @)}, that is a set of desires.

» I = {Can(a, Do(p)}}, that is a set of capabilities.

« ¢ = {I(a,Do(p})} U {Commit(a,Do(p))}, that is a set of
commitments and intentions.

The relationship model, ’Rf} , that agent o has of agent 3 contains four
components and uses the ideas of the LOGIC framework:

« an intimacy model, Jgﬁ, that represents how much ¢ knows of 3’s
private information [13]—this summarises the information gain in
uiterances passed from 5 to a,

» a reliability model, szﬁ’ that represents hiow reliable Jéﬁ is,

* a reflection model, K fx 8 in which o represents how much she believes
[ knows of her private information, and

* a balance model, B!, g» that represents the difference growth rates of J, g B

¢
and K 4.

A categorising function is used to place the contents of all utterances

received into the five LOGIC categories:
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Fig. 8.1 The five categories of the LOGIC framework into which information is
categorised in the relationship model.

¢ legitimacy is information concerning commitments that have been made,

* options is information concerning commitments that an agent may be
prepared to make,

e goals is information concerning an agent’s goals,

* independence is information about other agents who may be capable of
satisfying a given agent’s needs, and

* commitments is information about all commitments that an agent has.

To illustrate the process, suppose for example that John makes the utterance
u = “Protos is fine wine”, and suppose that as a result of a subsequent
evaluation eval(u) = 0.9. Then « will update its estimate of Rgjonn(L,wine)
where LELOGIC is Legitimacy. Epistemic probabilities that represent the
reliability of forecasts that an event will occur may be combined as follows.
If the prior probability is w and z and y represent the reliability of two
forecasts then they may be combined using the standard method for prior w:

_ xyX(l-w) _ pt1
comb(z, 4,w) = Gryxw) Ha-DxaTPxE" SUPPOSE T = R vine):
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To combine the accuimulated value r with the single observation eval(u) it is
reasonable to moderate the relative significance of eval(u} by:

e={pXw)+{1—p)Xeval(u) (8.1)

and to define: Rf:.}ohn(L,_wine) = comb(r, e,w), where p is the learning rate.
This approach is generalised below to deal with concepts that are close to, but
not identical to, terms in the utterance, for example, Ry john(L beverages)-

Given an utterance w and an evaluation eval({u), suppose that f is the
LOGIC category of u, f € v(u), where v is the categorising function described
in Section 8.3. For any category ¢ € O, define e using Eguation 8.1. To
define R:Y B8(5,0) given © we moderate the value of e to an extent determined by
Close(e, u). Note that if e > w then eval{u) > w, and vice versa. Consider
the two cases: e > w and e < w. If e > w then we moderate e to:

¢ = e x Close(e, u)

provided that ¢ > w; if ¢ < w then u and ¢ are too far removed from each
other and no update occurs. Similarly, if ¢ < w then we moderate e to:

¢" = (Close(c,u) x (e~ 1)) + 1

provided that e’ < w, and if €’ > w then no update occurs. Letr = Ri;g% ra
and define:

comb(r, e/, w) ife>wande > w,
Rf,ﬁ(f’c) = { comb(r,e”,w) ife <wande’ < w, (8.2)

r otherwise.

The definition of comb assumes that successive reliability observations are
statistically independent. This assumption is perbaps unreasonable, by
moderating eval(u) to e using Equation 8.1 with the learning rate p may be
seen to compensate for it. This assumption avoids the estimation of the degree
of dependence of these repeated observations. The conditions in Equation 8.2
ensures that the update is only applied when the degree of similarity, Sim, is
reasonably large [10]. When Sim == 1, ¢ == ¢ = e. As the value of Sim
decreases to 0: € decreases to 0, and ¢” increases to 1. Precisely, this restricts
the update to those values of ¢’ and ¢” that are “on the same side of” 0.5 as e.
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Now to illustrate the procedure to update the various models with a simple
example. Consider the utterance, u, in which agent John sends his opinion to
agent 7 that the quality of agent Carles’s ofives is good with probability 0.8:
<John, opinion{

j,olive—-quality, Carles,P(eval=good)=0.8)>
where the understood evaluation space is (good, bad, indifferent).

The two rational effects of this utterance are that:

* agent j's estimate of the quality of Carles’ olives, that will be
represented as a random variable X, will be such that P(X = good) is
closer to (0.8 than it was prior to the utterance being made, and

+ in due course, agent j will evaluate John’s advice-giving ability in the
region of Carles and olives.

The utterance u will effect j’s world model. This effect will be determined first
by j’s choice of random variables, X, that make up its world model, second
by its update functions, Uy, that give meaning to utterances, and third by its
prior estimate of the reliability of the utterance. For example, if agent j had
a random variable representing its beliefs concerning the quality of Carles’
olives then that random variable may have update functions that lead to an
alteration in the probability distribution associated with it as a result of the
receipt of the utterance.

1t is reasonable to suggest that agent § would categorise u as an Option (in
that it conveys an opinion that relates to possible contracts to purchase olives)
and as Independence (in that it conveys an opinion concerning Carles’ ability
to satisfy 7’s needs concerning olives). In which case, agent 7 updates both
J;Caﬂes(O, &) and J;.Cmgs(,, 0 forany ¢ sem_amically close to “‘olives”. These two
updates would immediately be reflected in the corresponding balance models.

Then at some time later, perhaps when agent j has sampled Carles’ olives,

agent 7 updates his reliability models of John: Rfﬂ ohn(O Carles)’ Rg’}ohn{i,Ca.rles)’
R and I

1
jlohn(O,olives) Floha(l,olives)”

8.4 Trust and Integrity

The relationship model described in Section 8.3 is revised as each utterance is
received, and is used to manage information revelation through argumentation.

In Section 8.5.1 we consider the problem of choosing a negotiation partner
with the aim of satisfying a given need. Two measures support this process;
both of them are measures of complete dialogues. First frust that measures the
difference between commitments made and enactment observed [15]. Second
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integrity that uses the eval function to measures the difference between initial
expectation and final evaluation of the entire dialogue sequence. Trust and
integrity are fundamentally different as is illustrated by a dialogue leading to a
contract to purchase a case of red wine. The way in which the supplier enacts
his contractual commitments, such as whether the correct wine is delivered
on time, determines the contribution that that dialogue makes to the buyer’s
estimate of the supplier’s trust for red wine. When the buyer has consumed
the wine, and has had the opportunity to assess the condition of the wine, he
then determines the contribution that that dialogue makes to the integrity of the
supplier for red wine.

8.4.1 Trust Model

If # makes contractual commitments during an interaction, for example by
committing to the truth of information exchanged or by committing to act, o
will observe the difference, if any, between ’s commitment, ¢, and the true
enactment, ', as advised by the institution agent £. The relationship between
commitment and enactment is denoted by, “P*(Observe(y')|Commit(ip))
simply as Pt(¢'|) € M [1].

“In the absence of in-coming messages the conditional probabilities,
P!(¢'|p), should tend to ignorance as represented by the decay limit
distribution” [1]. ® = {p1,¥2,...,©m} denotes the set of all possible
enactments with prior distribution P*~1(¢'|). Suppose that an observation
is received from &, we estimate the posterior P*(¢’|p) as follows.

For any commitment ¢, suppose . is observed—this observation will
be used to update the estimate P~1(¢|) that summarises the previous
observations made. We moderate the significance of this single observation
using the approach in Equation 8.1 and define:

p
= i =
e m+( ”)

where m is the number of possible enactments in @, p is the learning rate
and the prior is the maximum entropy distribution. We moderate the effect of
the single observation (g, ¢) on the distribution P*(¢’|) using a semantic
similarity function Sim [10]:

e = e x Sim(¢, ©)
e’ = (Sim(¢,¢) x (e —1)) +1

The prior probability is: » = P*~1(’|), and as previously:
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comb(r, e, %) ife > % and ¢’ > %,
¢ .
P (¢'|¢) = { comb(r,e”, %}-) ife < % and e’ < %, (8.3)
T otherwise.

Pt(¢'|) is defined over all possible commitments ¢, and is at too
fine a granularity to be useful. Measures that summarise P*(¢|) are
now described. These measures generalise what are commonly called
frust of contractual enactments and reliability of information into a single
computational framework. Tools from information theory are employed to
construct these measures.

If an agent has a clear idea of the “ideal enactment” of a contract by
the negotiation partner then by representing this as a probability distribution
over enactment space, trust can be measured as the relative entropy of this
ideal distribution with respect to the expected enactment also represented as a
probability distribution over enactment space.

Perhaps a more realistic approach is based on the preferences over
enactments. Representing the probability that the agent will, at the time of
enactment, prefer any enactment to that which is specified in the contract,
then use the distribution of expected enactments to generate a trust measure
as “expected preferability”.

Finally, another sense of trust is consistency of behaviour. This captures
the notion of “you can trust John to sell poor wine”. This may be measured as
the entropy of the distribution of expected enactments. That is the degree of
uncertainty in the behaviour of the negotiation partner.

For a formal treatment of these three measures see [17].

8.4.2 Integrity Model: G% 5

a’s estimate of 3’s integrity is the strength of o’s belief that when enacting
its contractual commitments 8 will do so taking account of o’s interests—as
opposed to executing the contract exactly as specified despite any subsequent
observations. For example, “I did not purchase your mushrooms from the
market because the only ones available were badly damaged by the recent
rain.”. Integrity is measured on a finite, fuzzy scale, eval € [0,1]. The
evaluation space ¥ must contain 0 (meaning “is of absolutely no use”), and
must contain 1 (meaning “valued most highly”). We extend the eval function
that was used for individual utterances in Section 8.2.1 to evaluate dialogues
in this section.
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In some situations the evaluation stage (described in Section 8.3) may
take place a considerable time after the enactment stage; for example, “John
advised me to use Spanish tiles in our kitchen—six years later they are still
greatly admired” that implicitly rates the quality of John’s advice. This
illustrates why business relationships may take time to develop.

The integrity model, Ggﬁ, is required to do the following. Suppose « has
a particular need v, the integrity model G, p aims to estimate the integrity of
each agent in satisfying . This estimate is extracted from past commitment
dialogues recorded in ¢,. Suppose that o has held past commitment dialogues
with f then for each such dialogue extract Céﬁ consisting of: an abstraction,
using the is-a, <, relation the ontology, of the need that triggered the dialogue,
the current contextual information and the final evaluation of the dialogue [9].

Gt  aims to form beliefs on the evaluation of future commitment dialogues
with agent 3 based on Céﬂ by treating the evaluations, eval, as values
of the dependent variable. Given a need, v and context @' agent o will
form an expectation, e(v, ©'), of agent 3’s behaviour in satisfying that need
given the context. The relationship between expectation € and evaluation ¢ is
represented using conditional probabilities, IPf; sl€le).

Any attempt to estimate P¥, 5(€/[€) has to deal with the unbounded variation
in context ©F. It is reasonable to assume that the set of ‘essentially different’
contexts, T', is finite. We estimate Pgﬂ(e’ le(v,7)) for v € T. Suppose
that (e;, (v/,7')) is observed where e; € F = {e;}I", the finite evaluation
space—this observation will be used to update the estimate P!~1(¢'|¢) that
summarises the previous observations made. As in Section 8.4.1 we moderate
the significance of this single observation using;

= — +(1—
¢ m ( p)

where p is the learning rate and the prior is the maximum entropy distribution.
Following Section 8.4.1 we moderate the affect of the single observation
(ei, (/',7")) on the distribution P!(¢’ = e;]e(v,7))) using the Sim function:

e = e x Sim(v,v') x Sim(vy,7’)
¢’ = (Sim(v, V') x Sim(7y,7') x (e — 1)) +1

The prior probability of observing (e;, e(1,7)) is: 7 = P = eile(v,)))
and as previously:
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' 1 s 1 / 1
comb(r,e,5.) ife> - ande’ > -,

Pi(e = eile(v,7))) = { comb(r,e”, 1) ife< % ande” < L, (84)
T otherwise.

This estimate for P&B(e’ |e(v,v)) enables « to construct a probability
distribution of the evaluation that will be observed if « selects /3 to satisfy
need v in context . It may be convenient to summarise 5’s expected integrity
given particular circumstances. Summary measures may be constructed as for
trust in the previous section. One approach is to define an distribution of what
a considers to be ideal: 4 (¢’|e(v,+)). Then to define integrity as the relative
entropy between this ideal distribution and the estimated distribution:

t(€|e(v
Gl =1~ o A

As the evaluation space is metricated and totally ordered it is simpler to define
integrity as expectation: G(e, B,v,7) = 3_; ei X P = ei|e(r,7))).

8.5 ‘Relationship-aware’ Negotiation Strategies

An argumentation strategy determines the utterance that an agent should make
in a dialogue given the agent’s history. Why should an agent wish to have an
argumentation strategy that is ‘relationship-aware’? In real negotiations:

e the extent to which a partner agent will meet its commitments is
uncertain (as is just about everything else), and

» cach agent knows more about his private information than any other

agent (unless the agent is very stupid)—this issue is called the
asymimetry of information.

The first of these is closely associated with the concept of rrust. The pervasive
asymmeiry of information raises the question of whether an agent will take
advantage of its necessarily superior private information [11]. One way in
which human agents manage the asymmetry of information is by building
relationships with their negotiation partners.
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Human agents consider building relationships in both personal and
corporate negotiations. For example, when buying wine some humans will
read reviews and price lists, develop some level of expertise and then decide
which to buy. Other agents will visit their trusted wine merchant and ask
for advice. On the corporate level, in the 1970s IBM offered substantial
discounts to customers who only used IBM equipment and thus encouraged the
development of a close relationship with their customers. Many organisations
negotiate corporate deals for items such as laptop computers that include some
degree of personal service with their employees. Humans rely on relatienships
in an attempt to be “looked after”, or “not taken advantage of”, in their
dealings.

For software agents a relationship exists between any pair of agents that
have interacted. An agent may desire to build relationships with other
agents for essentially two separate purposes. First, to attempt to address
the information asymmetry between himself and his negotiation partners in
contractual negotiations. Second, to share strategic information; for example,
“John usually gives me a 10% discount.”’. The relationship model aims to
support both of these purposes.

Any negotiation strategy has to address two issues. First to choose who to
negotiate with, and second, how to manage a negotiation.

8.5.1 Selecting an Interaction Partner

We assume that a has a set of high-level aims that includes its strategic aims
and its principles, and knows what its future needs are. The selection of an
interaction partner is considered in two steps. First, a set of partners are chosen
for each need, v, this set is called the poof for v. Second, given that a need has
triggered a partner is chosen from the pool for that need.

The pool for each need is chosen from agents who are known to o using the
trust model and the integrity model, and from unknown agents using a socially
derived reputation model—reputation lies outside the present discussion [19].
The integrity of all models decays in time to their decay limit uniess the model
is refreshed with new observations. That is, the uncertainty of information
extracted from the model will increase under the same conditions. This means
that the agents should attempt to manage their models by sustaining a sufficient
refresh rate to ensure that E]I(Méﬁ) does not decrease. An obvious exception
being that o has determined that she no longer wished to deal with 8. This
means that such an agent should limit the number of potential interaction
partners taking account of the frequency with which their models are refreshed.
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To illustrate the need to control the size of a need’s pool, suppose that &
selects a partner on the basis of a random variable, X, that is defined over an
evaluation space of k distinct terms—that could for example be excellent,
mediocre and shocking. Let b denote the entropy of X, H{X). The
maximum entropy of such a variable is: kb = — logg(%), and the minimum
is: h = —log(1) = 0; for example, if & = 4 then h = 2. If the integrity
of X decays then: ‘é—;‘ = pu X (h — h) and decay from h to I is given by:
h=h - (h — h) x e " where t is time and p is the integrity decay constant.
The integrity of X decays by 10% in each time step if 12 = 0.2055. Suppose
the size of the pool is n and that partners are selected in rotation at each time
step. Then each partner will be selected when its X estimate has decayed for
n time steps, and if n = 3 then the entropy of its X estimate will have decayed
by 27% by the time each partner is chosen, and if n = 10 then the decay will
be 65%. This iltustrates the obvious intuition that the smaller the pool the more

accurate are the performance estimates for agents in the pool.
o maintains a strategic view on ifs desired form of the entire relationship

model for each agent in the pool. This applies particularly to its desired form
of the intimacy model. This is a’s relationship target Téﬁ model for agent 3.
This pair of intimacy models is represented in the {L,0,G,I,C} framework:
Tiae = (Toa0rep T a(re)) Where Tag and TKop ate respectively
the targets for J,g and K,p. The relationship target is intended to capture
the sense in which human agents express their relationship aspirations; for
example “we really need to find a red wine supplier whose advice we can rely
on”. In Section 8.5.2 we will describe how « proactively moulds a relationship
progressively towards its aspirational target form—given the cooperation of its
negotiation partner.

When an interaction takes place the intimacy models, (J; 8(f,c)* K é A, c)),
will change. Prior to a negotiation, a expresses the extent that it wishes
these models to be moved by the negotiation towards the target intimacy

¢
10 NEbsi5.0)
that is «’s aspirations at time ¢ for the intimacy to be achieved when the

negotiation is complete. At a finer level of granularity, the interaction target,

by articulating a negotiation target, N‘iﬁ( fe) = (N J!

A‘;ﬁ( o= (AJ:::B( e AKéﬁ( /. c)), expresses a’s aspirations for the intimacy
to be achieved during the next exchange of utterances. Given the uncertainty
in behaviour in any negotiation, these targets represent the agent’s aspirations
concerning the resulting action of other agents rather than expectations of
what those actions will be. They are rough indications only of what « hopes
may occur. We will see that the specification of these targets constrains the
individual utterances that o makes,
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Given a need v and a pool for v it remains to select an interaction partner
from the pool. For each pair of potential partners, 8 and 3/, we assume that o is
able to estimate, using the relationship, trust and integrity measures described
above, Pt(3 > 8')|v, the probability that a negotiation with  to satisfy v will
lead to a better outcome than with 4’ [14]. From these pairwise comparisons
an approximate estimate may be derived* of PY(S3 >>>)|v, the “probability that
a negotiation with /3 to satisfy » will lead to a better outcome than with any
of the other potential partners” [1]. Then select a negotiation partner using the
stochastic strategy: P!(Select 8;|v) = PY(B; >)|v. That is, the probability of
selecting ; is equal to the probability that /3; is the best choice for v.

Having selected the interaction partner, and having set the relationship
target,  now manages the interaction itself. We think of individual utterances
as consisting of illocutions with contractual implications, such as accept,
and argumentative illocutions such as opinion. We use the term sfrategy
to refer to the agent’s method of determining its contractual illocutions, and
factics to refer to the method for determining its argumentation. Negotiation
strategies have been widely discussed elsewhere. In the following section we
discuss tactics.

8.5.2 The RANA Agent Architecture

The RANA agent architecture is an information-based agent for relationship-
aware negotiation. We first describe the relationship between RANA and other
information-based agents, and then discuss the tactics that RANA employs.

Figure 8.2 shows the information-based negotiation agent, argumentation
agent and the RANA agent. These three agent architectures are associated with
an increasingly rich communication language, and with additional models all
of which are summaries of 7{{,. The honour model measures the veracity of
arguments and is discussed in [19]. Reputation is the social construction of
shared opinion and is discussed in [19].

a maintains a pool of potential partners for each need as described in
Section 8.5.1. Suppose that some event occurs that triggers one of ’s needs,
the relationship targets, trust and integrity estimates and the current state of the
relationship model together determine a negotiation parmer, 3, with whom «
will attempt to satisfy its need, and, at the same time, to alter the state of
the relationship model in line with a negotiation target. When interaction
commences the negotiation target, that may alter during the negotiation,
determines the interaction target. «’s negotiation strategy then determines

*See for example [20]
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Information-based Summaries Communication Social Other agents
agent of H,, language C  constructs
argument L intimacy advise
RANA (0] balance opinion
tactics G
1
contract c threat
Argumentation A honour reward . B2 B
strategy appeal cepitation P
partner targets
A A { trust offer
Negotiation need aims — L integrily BC(."EPt {0.,0,,..}
[ /needs reliability reject / 1V
pool world inform < <«—m— E

Fig. 8.2 Three information-based architectures: negotiation, argumentation and
RANA. These three architectures are related to an increasingly rich communication
language, and to the models required all of which are summaries of H!—see the
discussion in Section 8.5.2. Reputation is the social construction of shared opinion and
is discussed in [19]. The honour model is concerned with the veracity of arguments,
it is described in [17].

the utilitarian illocutionary content of its next utterance. Finally its tactics (see
below) wrap the utilitarian content in argumentation.

In Section 8.5.1 we introduced the notion of a rarger for intimacy that may
be defined for interactions, dialogues and relationships for both for an agent
and tentatively for its interaction partner. Information-based agents manage
the information aspects of interaction as well as the utilitarian aspects, and
the RANA agent has both information-based targets and utilitarian targets.
These targets evolve in time as described above, they substantially constrains
the utterances that o can make.

For example, when constructing a simple offer, the interaction targets
will constrain: the value of the offer to the speaker, the estimated value
to the listener, the private information loss to the speaker and the expected
information gain to the listener. Similarly when making an argumentative
utterance, such as “In my opinion Sierra Enterprises is an excellent company
for investment.”—the act of uttering this statement has both information-based
and utilitarian implications.

a’s tactics wraps a possibly empty set of utilitarian particles in
argumentative particles to form a complete utterance.

One general strategy for managing this process in the context of an
interaction is the “equitable information revelation strategy” that aims to reveal
information of similar value to the interaction partner as has been observed
in recent utterances from her [21]. The difference in this discussion is that
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we now have the full structure of the {L,0,G,|,C} framework across which
we may, if we wish, balance information value in the various {L,0,G,I,C}
categories. To manage argumentation, including inform, threaten,
reward, appeal, opinion and advice, the tactics considers the short-
term, medium-term and long-term effect that the argumentation is intended
to have on f's future states and actions, particularly if those actions may
then alter o’s states. The effective use of argumentation needs to consider
more than information revelation. One key strength of information-based
agents [1] is that they are able to manage both the utilitarian-based and
the information-based aspects of interaction. Finally we recall our former
remark that, unlike utilitarian-based valuations, information-based valuations
can always be computed,
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