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Abstract

In most multiagentsystemswith communicatingagents,the agentshave the
luxury of usingreliable,multi-stepnegotiationprotocols. They cando soprimarily
when communicationis reliable and the costof communicatiorrelative to other
actionsis small. Corversely this paperconsidersmultiagentenvironmentswith
unreliable,high-costcommunication. This paperpresentdechniquedor dealing
with the obstaclego interagenttommunicationn suchenvironments.A successful
prototypesystemis fully implementedand testedin the simulatedrobotic soccer
domain.
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1 Introduction

In mostmultiagentsystemswith communicatingagentsthe agentshave the luxury of
usingreliable, multi-stepnegotiation protocols(see [1] for instance). They cando so
primarily whencommunications reliableandthecostof communicationelativeto other
actionsis small. For example,in Cohens convoy example[2], the communicatiortime
requiredto form andmaintainaconvoy of vehicless insignificantcomparedo thetimeit
takestheconvoy to driveto its destination Similarly, messag@assingamongdistributed
informationagentds typically very quickcomparedo thesearcheandserviceghatthey
are performing. Thus, it makessensefor agentsto initiate and confirm their coalition
while guaranteeinghatthey will inform eachotherif they have troublefulfilling theirpart
of thejoint action.

Corversely this paperconsideranultiagentervironmentswith unreliable,high-cost
communication.For example,if thereis only a single,low-bandwidth,unreliablecom-
municationchannefor all the agentsandif theagentsnustsacrificevaluableresources
in orderto communicatethenalthoughinterragentcommunicationrmaybe beneficial the
agentsbehaiors mustnotdependuponit.

Oneclearexampleof suchanervironments theSocceiSerner—awidely usedrobotic
soccersimulato—with a single,low-bandwidth,unreliablecommunicatiorchannelfor
all 22 agentsaandwith highcommunicatiortostg8]. We usethis domainfor theresearch
reportedhere.Anotherexampledomainis onethatusesauralcommunicationn crowded
settings. Both peopleandrobotsusingauralsensorg [4]) mustcontendwith multiple
simultaneouswudiblestreams. They alsohave a limit to the amountof soundthey can
processn agivenamountof time, aswell asto the rangewithin which communication
is possible. A third exampleof suchan ervironmentis arbitrarily expandablesystems.
If agentsarent aware of what other agentsexist in the ervironment, then all agents
mustusea singleuniversally-knavn communicatiorchannelat leastin orderto initiate
communication.

This paperpresentsechniquedor dealingwith the obstacleso interragenttcommuni-
cationin suchervironmentsparticularlythosewith severalteamsof agents.

2 Team Member Architecture

Ournew communicatiorparadigmis situatedwithin ateammemberarchitecturesuitable
for multiagentdomainsin which teammemberanustact autonomouslywhile working
towardsacommorteamgoal. Theteamcansynchronizeheadf timebutwhile executing
the task, communicationis limited. Basedon a standardagentarchitecture our team
memberarchitectureallows agentsto sensehe ervironment,to reasomaboutandselect
their actions,andto actin the real world. At teamsynchronizatioropportunities,the



teamalso makesa lockerroomagreementfor useby all agentsduring periodsof low
communication.

An agentkeepgrackof threedifferenttypesof state:theworld state thelockerroom
agreementandthe internal state The agentalsohastwo differenttypesof behaiors:
internal behaviorsandexternalbehaviors

Theworld statereflectsthe agents conceptiorof therealworld, bothvia its sensors
andvia the predictedeffectsof its actions. It is updatedasaresultof processedensory
information. It may also be updatedaccordingto the predictedeffects of the external
behaior modules choseractions. Theworld stateis directly accessibléo bothinternal
andexternalbehaiors.

Thelockerroomagreemenssetby theteanwhenit is ableto privatelysynchronizelt
definegheflexible teamstructureaspresentetbelon aswell asinter-agentommunication
protocols.Thelockerroomagreemeninay changeperiodicallywhentheteamis ableto
re-synchronizehowever, it generallyremainsunchangedThelockerroomagreemenis
accessiblenly to internalbehaiors.

The internal statestoresthe agents internal variables. It may reflect previous and
currentworld statespossiblyasspecifiedoy thelockerroomagreement.

The internalbehaiors updatethe agents internal statebasedon its currentinternal
state,the world state,and the teams lockerroom agreement. The external behaiors
referencehe world andinternalstates sendingcommandgo the actuators.The actions
affecttherealworld, thusalteringtheagentsfuturepercepts Externalbehaiors consider
only theworld andinternalstateswithout directaccesgo thelockerroomagreement.

Internalandexternalbehaiors aresimilar in structure,asthey areboth setsof con-
dition/actionpairswhereconditionsare logical expressionver the inputsandactions
arethemselesbehaiors. In both casesa behaior is a directedagyclic graph(DAG)
of arbitrarydepth. The leaves of the DAGs arethe behaior types’ respectre outputs:
internalstatechangedgor internalbehaiors andactionprimitivesfor externalbehaiors.

Someinternalstatevariablesneedto be devotedto communication.Whenan agent
hearsa messageit interpretsit and updateshe world stateto reflectary information
transmittedby themessagelt alsostoresghe contentof themessagasa specialvariable
last-message . Furthermorebasednthelockerroomagreementaninternalbeha-
ior thenupdatesheinternalstate.If themessageequiresaresponsethreevariablesn the
internalstatearemanipulatedyy aninternalbehaior: response , response-flag :
andcommunicate-delay . response is the actualresponsehat shouldbe given
by the agentas determinedn part by the lockerroom agreement. All three of these
variablesare then referencedby an external behaior to determinewhen a response
shouldbegiven. For exampleonecondition-actiorpair of thetop-level externalbehaior
mightbe: if (response-flag set and communicate-delay==0) then
SAY(response)

Lockerroomagreementsanbe usedto eliminateor reducethe needfor future com-
municationandthey canalsobeusedo increase&eommunicatiomeliability. For example,
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Communication Environment Challenges
e Mmary agentsfeams e Mmessagé¢argeting/distinguishing
¢ single-channel e robustnesso actie interference
¢ low-bandwidth e multiple simultaneousesponses
e unreliable e robustnesso lostmessages
e highcost e teamcoordination

Table 1: Thecharacteristicandchallengesf thetypeof communicatiorervironmentconsidered
in this paper

teammembersould agreeupona codenumberwith which all messageshouldstartin
orderto distinguishtheir messagefrom thoseof otherteamsin caseotherteamssend
similar messages®n the single communicationchannel. They could also synchronize
internalclocksif thereis no globally accessiblelock.

3 Communication Paradigm

The challengefor anagentto distinguishmessagethat are meantfor it from thosethat
arenotis thefirst of five challengeshatarisein thetypeof ervironmentconsideredhere.
Secondsincethereis asinglecommunicatiorcthannelagentsnustbe preparedor active
interferenceby hostileagents. A hostileagentcould mimic messageg haspreviously
heardat randomtimes. Third, sincethe communicatiorchannehaslow bandwidth the
teammustpreventitself from all “talking atonce” Marny communicatiorutterancesgall
for responsefrom all teammembers However, if all teammembersespondsimultane-
ously few of theresponsewill getthrough. Fourth, sincecommunicationis unreliable,
agentsmustbe robust to lost messagestheir behaiors cannotdependuponreceving
communicationgrom a teammate. Fifth, teamsmustdeterminehow to maximizethe
chanceghat they areusingthe sameteamstratgy despitethe factsthat eachis acting
autonomoushandthatcommunications unreliable.

In orderto meetthesechallengeswe proposethata teamshouldusemessagesf the
following form:

(<team-identifier- <unique-team-meberID> <encoded-timestamp> <time-
stamped-team-stragg> <selected-internal-state<target> <message-type
<message-datg)

Sucha formulationassumeshat the bandwidthallows for messagesf several bytesin
length to be transmittedin a reasonablemountof time. Someaural communication
scenariognay needfewer, or condensedields.

The contentsof thesefields are the productof the lockerroom agreement.When
forming the team,the agentsmustagreeupontheir teamname(<team-identifier-) and
auniquelD numberfor eachmember For simplicity, the membenDs canbe sequential
numbers. Thesefirst two fields ensurethat ary teammatehearingthe messagé&nows
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preciselywho utteredt. Teammatealsoagreeaheadf time uponthesecuritycodeused
to createthefield <encoded-time-stamp To coordinatethey agreeupona methodfor
encodingandchangingeamstrat@ies,andpossiblyuponpositionsof theirinternalstates
thatshouldbe communicatedo helpkeepteammatenformationup to date.In addition,
they mustchoosea setof acceptablenessage-typed.he messagesanuseary syntactic
andsemanticcodes(KQML [3] andKIF [5] for example). The only requirements that
theagentsalsoagreeon a mappingfrom messagéypeto responseequirementsFinally,
the <tamget> field canbe usedto indicatethe intendedrecipient(s)of the message.lIt
could be intendedfor a singleteammembey for somesubsetof them, or for all team
members.

Theremainderof this sectiondetailshow theseparticularmessagéeldscanbeused
to meetthechallengesummarizedn Tablel.

3.1 Message Targeting/Distinguishing

Agents can distinguishmessageshat are intendedfor them by checkingthe <team-
identifier> and <target> fields. An agentA listensto a messagdrom a memberof

the sameteamthatis targetedto A, to the entireteam,or to somesubsetof the team
thatincludesA®. All othermessagemay beignored,or sinceall teammembersknow

thelockerroomagreementagentanay usethesemessage monitortheir teammates’
internalstates.

3.2 Robustnessto Active Interference

Theonly furtherdifficulty relatedto anagentdistinguishingvhichmessageareintended
for it arisedn thepresencef activeinterference Consideahostileagent whichhears
amessagéhatis directedto A attimet. H hasfull accesso themessagsinceall agents
usethe samecommunicatiorchannel. Thusif H remembershe messagandsendsan
identicalmessagat time u, agentA will mistakenlybelieve thatthe messageés from a
teammate Althoughthe messagevasappropriateattime ¢, it maybe obsoleteattime u

andit couldpotentiallyconfuseA as H intends.

This potentialdifficulty is avoided with the <encoded-time-stamp field. Even a
simple time stampis likely to safgyuard againstinterferencesince H is not privy to
the lockerroomagreementit doesnot necessariljknow which field is the time stamp.
However, if H somehav discoverswhich field is the time stamp,it could alter the field
basednthetime elapsedetweertimest andu. Indeed,if thereis aglobally accessible
clock, H would simply have to replacet with « in the message.However, the team
cansafguardagainstsuchinterferencaechniquesy encodingthe time-stampusingan
injective function choserasa partof thelockerroomagreementThis functioncanuse
ary of the othermessagdields asargumentsn orderto makedecryptionasdifficult as
possible. The only requirements thata teammateaeceving the messageaninvert the

1Thesubsetgouldalsobeindicatedby tokensif predeterminedunits,” or sub-formationsareformed.



functionto determinghetime atwhichthemessag&assent.If thetime atwhichit was
sentis eithertoofar in the pastor in thefuture (accordingo thelockerroomagreement),
thenthe messageanbe safelyignored. Of courseijt is theoreticallypossiblefor hostile
agentsto crack simple codesand alter the <encoded-time-stamp field appropriately
beforesendinga falsemessageHowever, the functioncanbe madearbitrarily complex
sothatsuchafeatis intractablewithin thecontect of thedomain.If secrey is critical and
computatiorunconstraineda theoreticallysafeencryptionschemesanbeused.?

3.3 Multiple Smultaneous Responses

Thenext challengelo meetis thatof messagethatrequireresponsefrom severalteam-
mates. However, not all messageare of this type. For example,a messaganeaning
“whereareyou?” requiresaresponsewhile “look out behindyou” doesnot. Therefore
it is first necessaryor agentdo classifymessagem termsof whetheror notthey require
responseasa functionof the <message-type field. Sincethe low-bandwidthchannel
preventsmultiple simultaneousesponseghe agentanustalsoreasormboutthe number
of intendedrecipientsasindicatedby the <target> field. Takingthesetwo factorsinto

accounttherearesix typesof messages:

Responseequesteg
Messagdarget no yes
Singleagent al bl
Wholeteam a2 b2
Part of team a3 b3

Whenhearingary messageheagentshouldupdatats internalbeliefsof theotheragents
statusasindicatedby the <time-stamped-team-strape> field. However, only whenthe
messagés intendedfor it shouldit considerthe contentof the messageThenit should
usethefollowing algorithmin responsé¢o themessage:
1. If the messageequiresno responsegcasesal-3), the agentsimply updatesits
internalstate.
2. If themessageequiresaresponsghensetresponse totheappropriateesponse
messageesponse-flag =land
e if theagentwastheonly target(casebl),respondmmediately:
communicate-delay  =0;
¢ if themessagessentomorethanonetarget(casesb2andb3), setcommunicate-delay
basednthedifferencebetweerthe <unique-team-membdb > of themessage
sendeandthatof therecever. Thuseachteammateespondsitadifferenttime,
leaving time for teammateanessaget® go through.
Then,if aninternalbehaior keepsdecrementinggommunicate-delay astime
passesanexternalbehaior canusethecommunicatiortondition-actiorpairpresentedh

2Thedegreeof compleity necessargependsiponthe numberof messagethatwill be sentafterthe
lockerroomagreementWith few enoughmessages simplelinearcombinatiorof thenumericaimessage
fieldsmaysufice.



Section2: if  (response-flag set and communicate-delay==0) then
SAY(response) . Playerscan alsosetthe communicate-delay variablein the
eventthatthey needto sendmultiple messageto the sameagentin a shorttime. This
communicatiomparadigmallowsagentgo continuereal-timeactingwhile reasoningbout
theappropriatdime to communicate.

3.4 Robustnessto Lost Messages

In orderto meethechallengeraisedbyunreliabecommunicabnleadingiolostmessages,
agentanustnot dependon communicatiorto act. Communicatiorshouldbe structured
sothatit helpsagentsupdatetheir world andinternal states.But agentsshouldnot stop
actingwhile waiting for communicationgrom teammatesAs broughtup in [10], such
a casecouldcauseinfinite loopingif a critical teammatdails to respondor any reason.
In the sameway thatagentscontinueactingwhile waiting for communicate-delay

to expire,agentanustdo their bestto maintainaccuratevorld andinternalstateswvithout
helpfrom teammateandcontinueactingwhile waiting for responsefrom teammates.

3.5 Team Coordination

Finally, teamcoordinationis difficult to achiese in the face of the possibility that au-
tonomousteammembersmay not agreeon the <time-stamped-team-strafg> or the
mappingfrom teammatego roleswithin the teamstratgy. Again, thereshouldbe no
disastrougesultsshouldteammembergemporarilyadoptdifferentstratgies; however
they shouldalwaysdo their bestto staycoordinated.One methodof coordinationis via
the lockerroom agreement. Agentscould agreeon globally accessibleenvironmental
cuesastriggersfor switchesin teamstratgy. Anothermethodof coordinationwhich
complementshis first approachs via the time stamp. Whenhearinga messagérom a
teammatendicatingthattheteamstratgy is differentfrom theagents currentideaof the
teamstrat@y, the agentadoptsthe morerecentteamstratgy: if thereceved message’
teamstratgy hasatime-stamphatis morerecentthanthaton the agents currentteam
strat@y, it switches,ptherwiset keepshe sameteamstratgy andinformsits teammate
of thechange.Thuschangesn teamstratgy canquickly propagatehroughtheteam.
The <selected-internal-state can also be usedto facilitate team coordinationby
helping to keepthe team membersup-to-dateregarding eachothers status. Due to
bandwidthconstraintsit shouldnotin generabeanagentsentireinternalstate.However
it mightindicatetherolethattheagents currentlyfilling within theteamstratgy andary
otherparticularlyusefulinformationasdeterminediuringthelockerroomagreement.

3.6 Related Work
Mostinter-agenttommunicatioomodelsassumeeliablepoint-to-pointmessagepassing
with neggligeablecommunicationcosts. In particular KQML assumegoint-to-point
messageassing,possiblywith the aid of facilitator agents[3]. NonethelessKkQML
performatves could be usedfor the contentportionsof our proposedcommunication
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schemeKQML doesnotaddresshe problemsraisedby having a single,low-bandwidth
communicatiorchannel.

With only a single team present,a situationsimilar to the one consideredhereis
examinedin [7]. In that case,like in ours, messagesentare only heardby agents
within a circular region of the sender Communications usedfor cooperatiorand for
knowledgesharing.Like in the examplespresentedn the soccerdomain,agentsaattempt
to updateeachotheron their own internal stateswhen communicating. However, the
explorationtask consideredhereis muchsimplerthansoccey particularlyin thatthere
areno opponentsisingthesamecommunicatiorchannebndin thatthe natureof thetask
allowsfor simpler lessurgentcommunication.

Even whencommunicatiortime is insignificantcomparedo actionexecution,such
asin ahelicopterfighting domain,it canberisky for agentdo absolutelyrely oncommu-
nication. As pointedoutin [10], if theteammatevith whomanagentis communicating
getsshotdown, the agentcould be incapacitatedf it requiresa responsdérom the team-
mate. This work alsoconsiderghe costof communicationn termsof risking opponent
eavesdroppingandthe benefitsof communicationn termsof shifting rolesamongteam
members. However, the problemsraisedby a single communicationchanneland the
possibility of active interferenceare not considerednor arethe challengesaisedwhen
communicatiorconflictswith real-timeaction.

A possibleapplicationof the methoddescribedhereis to robotsusingaudiocommu-
nication. This type of communications inherentlysingle-channeand low-bandwidth.
An exampleof sucha systemis the Robot EntertainmentSystemswhich usesa tonal
languagd4]. Agentscancommunicateéy emitting andrecognizinga rangeof audible
pitches.In sucha systemthe numberof bits per messag&ould have to belowered,but
thegeneratechniquepresentedborve still apply

4 Implementation in the Robotic Soccer Domain

Thesoccesener|[8] systenmusedsuccessfullatRoboCup’976] duringlJCAI'97 models
acommunicatiorervironmentappropriaten atime-pressured;rovdedenvironment. All
22 agentq11 on eachteam)usea single,unreliablecommunicatiorchannel.Whenone
agentspeaks,agentson both teamscan hearthe messagemmediatelyalong with the
(relative) directionfrom which it came. The speakeiis not inherentlyknown. Agents
have alimited communicatiomange hearingonly messagespokerfrom within a certain
distance. They alsohave a limited communicatiorcapacity hearinga maximumof 1
messagevery 200mgactionsarepossibleavery 100ms soif all otheragentsarespeaking
asfastasthey can,only 1 of every 42 messagewill be heard). Thuscommunication
is extremely unreliable. Furthermore,on every 100msaction cycle, agentscan either
communicat®r movein theworld. Sincethereal-timenatureof thedomainrequiresjuick
andtimely reactionsandsinceopponentiearall messageg;ommunicatingnvolvesa
significantcost.



All 22 agentgincludingadwersariespn samechannel
Limited communicatiorrangeandcapacity

No guarante®f soundgyettingthrough
Instantaneousommunication

High communicatiorcost

Table 2: Characteristicef the SoccerSener communicatiormodel.

4.1 Our Communication Approach in the Soccer Server

In ourteamstructure playersareorganizednto teamformationswith eachplayerfilling
a uniquerole. However playerscanswitchamongrolesandthe entireteamcanchange
formations.Both formationsandrolesaredefinedaspartof thelocker roomagreement,
and eachplayeris given a uniquelD number It is a significantchallengefor players
to remaincoordinatedpoth by all believing thatthey areusingthe sameformationand
by filling all the rolesin the formation. Sinceagentsare all completelyautonomous,
suchcoordinationis not guaranteedFor moredetailson the issuesrelatingto this team
structure see[9].

As proposedn Section3, all of ouragentmessageareof the form:

(CMUnited <Uniform-number- <Encoded-stamp <Formation-numbes
<Formation-set-timeg <Position-number <target> <Message-type [ <Message-
data>])

For example player8 mightwantto pasgo player6 but notknow preciselywhereplayer
6is atthemoment.In thiscasejt couldsendhemessagéCMUnited 8 312 1 0 7
----> 6 Where are you?) . “CMUnited 8" is the senders teamandnumber;
“312" is the <Endcoded-stamp, in this caseanagreed-upoiinear combinationof the
currenttime, theformationnumberandthesenders positionnumber;*1 0” is theteam
formationplayer8 is usingfollowedby thetime atwhich it startedusingit; “7” is player
8’s currentposition;“----> 6" indicateshatthe messages for player6; and“Where
are you?” is amessageaype indicatingthat a particularresponses requested:the
recipients coordinatdocation. In this casethereis no messagelata.

Uponhearingsuchamessageary teammatevould updatdts internalstateto indicate
that player 8 is playing position 7. However only player 6 setsits response and
response-flag internalstatevariables.In this case sincethetargetis asingleplayer
thecommunicate-delay  flag remainsat 0. Werethe messagé¢argetedtowardsthe
wholeteamor to asubsebf theteam,thencommunicate-delay = would equal:

¢ IF (my number> sendenumber)

((my number— sendenumber— 1)*2)* communicate-interval

e ELSE(((sendemumber— my number— 1)*2)+1)*communicate-interval
wherecommunicate-interval is the time betweenaudiblemessage$or a given
agent(200msin this case). Thus, assumingno furtherinterferenceplayer8 would be
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ableto hearresponsefrom all tamgets.

Onceplayer6 is readyto respondjt might sendbackthe messag€CMUnited 6
342 1 05 ----> al I'm at 4.1 -24.5) . Noticethatplayer6 is usingthe
sameteamformationbut playingadifferentpositionfrom player8: position5. Sincethis
messageloesnt requirea responsdasindicatedby the“I'm at ” messageaype), the
messages accessibléo thewholeteam(“---->  all ”): all teammatesvho hearthe
messageipdatetheir world statedo reflectthe messagelata. In this case player6 is at
coordinateposition(4.1, —24.5).

Notice that were player 8 not to receve a responsdrom player 6 before passing,
it could still passto its bestestimateof player6’s location: shouldthe messagdail to
getthrough,no disastemwould result. Suchis the natureof mostcommunicatiorin this
domain.Shouldtherebeasituationwhichabsolutelyrequireshatamessagegetthrough,
the sendingagentcould repeathe messag@eriodicallyuntil hearingconfirmationfrom
therecipientthatthe messagéasarrived. However, suchatechniquancurshigh action
costsandshouldbe usedsparingly

Noticethatin thetwo examplemessageabove, bothplayersareusingthesameeam-
formation. However, suchis notalwaysthecase.Evenif they usecommonrervironmental
cuesto triggerformationchangespneplayermightmissthecue. In orderto combatsuch
a case,playersupdatethe teamformationif ateammatds usinga differentformation
thatwasseta latertime. For example,if player6’s messagdadbegun“(CMUnited
6 342 3 50 ...” indicatingthatit hadbeenusingteamformation3 sincetime 50, an
internalbehaior in player8 wouldhave changedts internalstateto indicatethenew team
stratg@y. Thusourteamwasableto remaincoordinatecevenwhenchangingormations.

Otherexamplesof communicatiorusedin our implementatiorof simulatedrobotic
soccermlayersinclude:

e Request/responiohll location

¢ Request/resporntdammatdocation
Inform passdestination
Inform goingto theball

¢ Inform taking/leaing position
We found that the resultingupdatesof playerworld statesand internal statesgreatly
improvedthe performancef ourteam.

4.2 Resaults

Detailedempiricaltestingindicatesthatthe implementatiordetailedabove is successful
in the challengingcommunicatiorervironmentof the SoccerSener. In this section,
we reportresultsreflectingthe costof communicationthe agents’robustnesgo active
interferencetheir ability to handlemessagethatrequireresponsefrom multiple team
membersandtheir ability to maintaina coordinatedeamstrateyy.

To testthe costof communicationye playeda teamusingno communicatior(team
A) againsiateamidenticalto thefirst in all regardsexceptthatits membersayrandom
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stringsperiodically (teamB). ThusteamB gainedno benefitfrom communicationput
its actionratewasreducedoy the interleaving of randomstatementsWith an averageof
18% of its actionstakenby theserandomcommunicationsteamB suffereda significant
degradationin performancelosingto teamA by anaveragescoreof 3.54to 1.08over 50
games.Clearly, communicationn this domaininvolvesa significantcost.

Relyingon communicatiorprotocolsalsoinvolvesthe dangerthatanopponentould
actively interfereby mimickinganagents obsoletemessagesdowever, our <Endcoded-
stamp> field guardsagainstsuchan attempt. As a test, we playeda communicating
team(teamC) againstateamthatperiodicallyrepeatgpastopponenmessagefeamD).
TeamC setthe <Endcoded-stamp field to <Uniform-number- x(send-time  + 37).
Thusteammatesoulddeterminesend-time by invertingthe samecalculation(known
to all throughthe lockerroomagreement) Messageseceved morethana secondafter
the send-time  weredisregarded. The one-secondeenay accountdor the fact that
teammatesnay have slightly differentnotionsof the currentglobaltime.

In ourexperimentagentdrom teamD sentatotalof 73falsemessagesverthecourse
of a5-minutegame.Not knowing teamC'’s lockerroomagreementhey wereunableto
adjustthe <Endcoded-stamp field appropriately Thenumberof teamC agentshearing
afalsemessageangedrom 0to 11,averaging3.6. In all caseseachof theteamC agents
hearingthe false messageorrectlyignoredit. Only one messagéruly from ateamC
playerwasincorrectlyignoredby teamC players dueto thesendingagentsinternalclock
temporarilydiverging from the correctvalue by morethana second.Althoughit didn’t
happerin theexperimentit is alsotheoreticallypossiblethatanagentrom teamD could
mimic a messagevithin a secondof thetime thatit wasoriginally sent,thuscausingit
to be indistinguishabldrom valid messagesHowever, in this case,the contentof the
messagées presumablystill appropriateandconsequentlynlikely to confuseteamC.

Next wetestedour proposednethodof handlingmultiple simultaneousesponset a
singlemessagePlacingall 11agentawvithin hearingrange asingleagentperiodicallysent
a“whereareyou” messagéo theentireteamandrecordedheresponset receved. In all
casesall 10teammateseardtheoriginal messagandrespondedHowever, asshavnin
Table 3, theuseof our proposednethoddramaticallyincreasedhe numberof responses
thatgot throughto the sendingagent. Whenthe teamusedcommunicate-delay  as
specifiedin Section4, messageesponsesvere staggeredver the courseof about2.5
secondsallowing mostof the 10 responseto getthrough.Whenall agentgespondedt
once(nodelay),only oneresponsdfrom arandomteammatejvasheard.

Finally, we testedthe teams ability to maintaincoordinatedeam strat@ies when
changingformationsvia communication. One player was given the power to toggle
the teams formationbetweena defensve and an offensive formation. Announcingthe
changeonly once,therestof teamhadto eitherreactto the original messagegr getthe
news from anotherteammateria othercommunications As describedn Section4, the
<Formation-number and <Formation-set-time fields are usedfor this purpose. We
ran two differentexperiments,eachconsistingof 50 formation changes.In the first, a
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Numberof Responseg§ Responsdime (sec)
Min | Max | Avg Min | Max | Avg
NoDelay| 1 1 1.0 0.0| 0.0 0.0
Delay 6 9 8.1 00| 26 0.9
Table 3: Whentheteamusescommunicate- delay asspecifiedin Section4, an averageof

7.1moreresponsegetthroughthanwhennotusingit. Averageresponséime remainsunderone
second Both experimentsvereperformeds0times.

midfielder madethe changesthus making it possiblefor mostteammatedo hearthe
original message.In the secondexperiment,fewer playersheardthe original message
sinceit wassentby the goaltendefrom the far endof thefield. Even so,theteamwas
ableto changdormationsin anaveragetime of 3.4 secondsResultsaresummarizedn
Table4.

Entire TeamChangelime (sec) HeardFrom
Decision-Maker| Min | Max | Avg Var Decision-Maker
Goaltender 0.0 | 23.8| 34 17.8 46.6%
Midfielder 00| 79| 13 2.8 80.6%

Table 4: Thetime it takesfor the entireteamto changaeamstrat@iesevenwhena singleagent
makeshedecision.Evenwhenthe decision-makinggentis at the edgeof thefield (goaltender)
sothatfewer thanhalf of teammatesanhearthe singlemessagéndicatingthe switch,theteam
is completelycoordinatedafteranaverageof 3.4 seconds.

In additionto theabove controlledexperimentswe usedour communicatiormethod
in the CMUnited simulatorteamthatcompetedn RoboCup’97.1n afield of 29 teams,
CMUnited madeit to the semi-finals,indicating that the overall teamconstruction,of
which this communicatiormodelwasa significantpart,wassuccessful.

5 Conclusion

In domainswith low-bandwidthsingle-channeljnreliablecommunicationsereralissues
arisethat neednot be consideredn most multiagentdomains. We have presenteca
communicatiorparadigmwhich successfullyaddressethesechallenges.Having fully
implementedt in theroboticsoccedomainwe havetestedheparadignmempiricallyboth
in a controlledsettingandin competitionagainstsereral previously unseeropponents.
Using this paradigm,the CMUnited’97 simulatorteam madeit to the semi-finalsof
RoboCup’97.
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