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Abstract. Context unification was originally defined by H. Comon in
ICALP’92, as the problem of finding a unifier for a set of equations con-
taining first-order variables and context variables. These context variables
have arguments, and can be instantiated by contezts. In other words, they
are second-order variables that are restricted to be instantiated by lin-
ear terms (a linear term is a A-expression Az --- Az, .t where every x;
occurs exactly once in t).

In this paper, we prove that, if the so called rank-bound conjecture is true,
then the context unification problem is decidable. This is done reducing
context unification to solvability of traversal equations (a kind of word
unification modulo certain permutations) and then, reducing traversal
equations to word equations with reqular constraints.

1 Introduction

Context unification is defined as the problem of finding a unifier for a finite set
of equations where, in addition to first-order variables, we also consider con-
text variables. These variables are applied to terms, and can be instantiated
by contexts, i.e. by linear second-order terms. A linear second-order term is a
A-expression Axj --- Az, .t where x1,...,x, are first-order bound variables and
occur ezxactly once in t. Therefore, context unification can be considered as a
variant of second-order unification where possible instances of second-order vari-
ables are restricted to be linear. Sometimes, context variables are required to be
unary. However, this restriction does not help to prove the decidability of the
problem, and it will not be used in this paper. Given an instance of the problem,
if it has a solution considered as a context unification problem, then it has also
a solution as second-order unification problem. Obviously, the converse is not
true.

The context unification problem was originally formulated by H. Comon
in [Com92l/Com98]. There it is proved that context unification is decidable when,
for any context variable, all its occurrences have the same argument. Later, it
was proved [SS96ISS98/SS99h] that the problem is also decidable when context
variables are stratified, i.e. when, for any variable, the list of context variables

* This work has been partially supported by the CICYT research projects DENOC
(BFM 2000-1054-C02-01) and MODELOGOS (TIC 97-0579-C02-01).

A. Middeldorp (Ed.): RTA 2001, LNCS 2051, pp. 169-[184] 2001.
© Springer-Verlag Berlin Heidelberg 2001



170 J. Levy and M. Villaret

we find going from the root of the term to any occurrence of this variable is
always the same. It was also proved [Lev96] that a generalization of the problem
—the linear second-order umnification problem, where third-order constants are
also allowed- is decidable when no variable occurs more than twice. Recently, it
has been proved [SSS99] that context unification is also decidable for problems
containing no more than two context variables. The relationship between the
context unification problem and the linear second-order unification problem is
studied in [LV0OOD].

Decidability of context unification would have important consequences in
different research areas. For instance, some partial decidability results are used
in [Com92] to prove decidability of membership constraints, in [SS96] to prove de-
cidability of distributive unification, in [LA96] to define a completion procedure
for bi-rewriting systems. In [ENRX98] it is proved that parallelism constraints —a
kind of partial description of trees— are equivalent to context unification. Domi-
nance constraints are a subset of parallelism constraints, and their solvability is
decidable [KNT98]. Other application areas of context unification include com-
putational linguistics [NPRO7b|. The common assumption is that context uni-
fication is decidable. This is because the various restrictions that make context
unification decidable, when they are applied to second-order unification, they do
not make it decidable [Lev98|LV00a].

In [Lev96)] there is a description of a sound and complete context unification
procedure, based on Pietrzykowski’s procedure [Pie73] for second-order unifica-
tion. Like Pietrzykowski’s procedure, this procedure does not always terminate.
The linearity restriction makes some trivially solvable second-order unification
problems, like X (a) = X (b), unsolvable when we only consider context unifiers.
Notice that this problem has only one unifier [X — Az.Y] which is not linear
because x does not occur once in Y. In particular, flexible-flexible pairs, which
are always solvable in second-order unification, now are not necessarily solvable.

The bounded second-order unification problem is another variant of second-
order unification, similar to context unification. There, instances of second-order
variables are required to use their arguments a bounded number of times. We can
easily reduce any k-bounded second-order unification problem, like X (Y (a,b)) =
Y (X (a),b), to a context unification problem, like

X(Y(a, 4., a,b,.n,b), 2, Y(a,. 2, a,b, . b)) =
£Y(X(a, ., a),.2,X(a,*, a),b, .. b)

nondeterministically, for any possible choice of p, q,r < k satisfying the bound.
The converse reduction does not seem easy to find. The bounded second-order
unification problem has recently been proved decidable [SS99a].

The relationship between context unification and word unification [Mak77]
was originally suggested in [Lev96]. In [SSS98] it is proved that the expo-
nent of periodicity lemma also holds for context unification. We can easily
reduce word unification to context unification by encoding any word unifica-
tion problem, like FaG = GaF, as a monadic context unification problem
F(a(G(b))) = G(a(F(b))), where b is a new constant. This paper suggests that
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the opposite reduction may also be possible. In the following Section we motivate
this statement using a naive reduction. Although it does not work, we will see
in the rest of the paper how it could be adapted properly.

2 A Naive Reduction

Given a signature where every symbol has a fixed arity, we can encode a term
using its pre-order traversal sequence. We can use this fact to encode a context
unification problem, like the following one

X(Y(a,b)) =Y(X(a),b) (1)
as the following word unification problem
XoYOCL}/lbY2X17:Y0X0aX15/1b}/2 (2)

We can prove easily that if the context unification problem ([ is solvable, then
its corresponding word unification problem (@) is also solvable. In our example,
the solution corresponding to the following unifier

X = f(f(x,),b) (3)
Y = Az Ay, f(fF(f(2,b),9),b)
. Xo s ff Yorr fff
X1 bb Yi—b
Yo b

Unfortunately, the converse is not true. We can find a solution of the word
unification problem which does not correspond to the pre-order traversal of any
instantiation of the original context unification problem (consider the unifier
that instantiates Xo, X1, Yp, Y1 and Ys by the empty word). Word unification
is decidable [Mak77], and given a solution of the word unification problem we
can check if it corresponds to a solution of the context unification problem.
Unfortunately, word unification is also infinitary, and we can not repeat this test
for infinitely many word unifiers.

The idea to overcome this difficulty comes from the notion of rank of a term.
In figure[dl there are some examples of terms (trees) with different ranks. Notice
that terms with rank bounded by zero are isomorphic to words, and those with
rank bounded by one are caterpillars. For signatures of binary symbols, the rank
of a term can be defined as follows

rank(a) =0
[ 1+ rank(t) if rank(t;) = rank(t)
rank(f(t1,12)) = {max{rank(ltl), rank(ta)} if rank(ti) # rank(tz)

Alternatively, the rank of a binary tree can also be defined as the depth of the
greatest complete binary tree that is embedded in the tree, using the standard
embedding of trees.



172 J. Levy and M. Villaret

Fig. 1. Examples of trees with ranks equal to 0, 1, 2 and co.

We conjecture that there is a computable function @ such that, for every
solvable context unification problem ¢ = wu, there exists a ground unifier o,
such that the rank of o(t) is bounded by the size of the problem: rank(c(t)) <
P(size(t = u)).

The other idea is to generalise pre-order traversal sequences to a more general
notion of traversal sequence, by allowing subterms to be traversed in different
orders. Then, any rank-bounded term has a traversal sequence belonging to a
regular language. We also introduce a new notion of traversal equation, noted
t = u, and meaning ¢ and u are traversal sequences of the same term. We prove
that a variant of these constraints can be reduced to word equations with regular
constraints, that are decidable [Sch91].

The rest of this paper proceeds as follows. In Section[3 we introduce basic no-
tation. In Section [d] we define the notions of traversal sequence, rank of a traver-
sal sequence, rank of a term, and normal traversal sequence. Traversal equa-
tions are introduced in Section Bl There, we prove that solvability of rank- and
permutation-bounded traversal equations is decidable, by reducing the problem
to solvability of word equations with regular constraints. In Section 6] we state
the rank-bound conjecture. Finally, in Section [[l we show how, if the conjecture
is true, context unification could be reduced to rank- and permutation-bounded
traversal systems.

3 Preliminary Definitions

In this section, we introduce some definitions and notations. Most of them are
standard and can be skipped.

We define terms over a second-order signature (X, X) of constants X =
U;>o 2 and variables X = J,, &;, where any constant f € X; or variable
X € X, has a fixed arity: arity(f) = 4, arity(X) = j. Constants from X, are
called first-order constants whereas constants from X\Xj, are called second-
order constants or function symbols. Similarly, variables from Xy are first-order
variables, and those from X'\ X, are context variables. First-order terms T (X, X)
and second-order terms T?(X, X) are defined as usual. The set of free variables
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of a term t is denoted by Var(t). The size of a first-order term is defined in-
ductively by size(f(t1,...,tn)) =1+ ;e size(t;) being f either a n-ary con-
stant or variable. The arity of a (8n- normahbed) second-order term is defined by
arity(Azy - - Az, . t) = n. A second-order term A\xq - - - Az, . t is said to be linear
if any bound variable x; occurs exactly once in t. As far as first-order terms do
not contain bound variables, any first-order term is linear.

A position within a term is defined, using Dewey decimal notation, as a
sequence of integers 47 - --i,, being A\ the empty sequence. The concatenation
of two sequences is denoted by p; - po. The concatenation of an integer and
a sequence is also denoted by ¢ - p, standing 4, j,... for integers and p,q,... for
sequences. The subterm of ¢ at position p is denoted by t|,. By t[u], we denote
the term t where the subterm at position p has been replaced by w.

The group of permutations of n elements is denoted by IT,,. A permutation
p of n elements is denoted as a sequence of integers [p(1),..., p(n)].

A context wunification pmblem is a finite sequence of equations {t; =
U; }ie[1..m], Deing an equation t = u a pair of first-order terms ¢, u € THX, X).
The size of a problem is defined by size({t; = w;}ie1..n]) = Diep.n(size(t;) +
size(u;)) A position within a problem or an equation is defined by

{ti = witicp.niljp = (b = uy)lp
(t=u)|ip=tlp
(t =u)l2.p = ulp

A second-order substitution is a finite sequence of pairs of variables and terms
o= [X1 > 81,0, X;n > S|, where X; and s; are restricted to have the same
arity. A context substitution is a second-order substitution where the s;’s are
linear terms. A substitution o = [X; — s1,..., X;, — 8,] defines a mapping from
terms to terms. A substitution oy is said to be more general than another oy, if
there exist another substitution p such that oo = pooj.

Given a context unification problem {t; = Ui }ie[1..n], & context [second-order]
substitution o = [X1 — $1,..., X;n — Sm), 18 said to be a context [second-order]
unifier if o(t;) = o(u;), for any ¢ € [1..n]. A unifier o is said to be most general,
m.g.u. for short, if no other unifier is strictly more general than it. It is said
to be ground if a( i) does not contain variables, for any ¢ € [1..n]. A context
unification problem is said to be solvable if it has a context unifier.

The context unification problem is defined as the problem of deciding if, given
context unification problem, does it have a context unifier or not.

Without loss of generality, we can assume that the unification problem only
contains just one equation ¢ = u. We will also assume that the signature X is
finite, and that it contains, at least, a first-order constant, and a binary function
symbol. This ensures that any solvable context unification problem has a ground
unifier, and we can guess constant symbols in non-deterministic computations.
If nothing is said, the signature of a problem is the set of symbols occurring in
the problem, plus a first-order and a binary constant, if required.

In the appendix we include a variant of the sound and complete context
unification procedure described in [Lev96], and adapted to our actual settings.
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This procedure can be used to find most general unifiers, and a variant of it, to
find minimal ground unifiers.

4 Terms and Traversal Sequences

The solution to the problems pointed out in the introduction comes from gener-
alising the definition of pre-order traversal sequence. It will allow us to traverse
the branches of a tree, i.e. the arguments of a function, in any possible order.
In order to reconstruct the term from the traversal sequence, we have to an-
notate the permutation we have used in this particular traversal sequence. For
this purpose, we define a new signature X';; containing n! symbols f# for each
n-ary symbol f € X where p € II,, and II,, is the group of permutations of n
elements.

Definition 1. Given a signature X = |J;~, ¥;, we define the extended signa-
ture a

ZH:{fp | fGZ A pGHarity(f)}

where II,, is the group of permutations over n elements.
For any fP € X1, and its corresponding f € X, we define arity(f*) = arity(f).
A sequence s € (Xq7)* is said to be a traversal sequence of a term ¢t € T(X) if:

1. t € Xy, and s =1 (the permutation is omitted for first-order constants); or
2. t = f(t1,..., tn), for any i € [1..n], there exists a sequence s; such that it is
a traversal sequences of t;, and there exists a permutation p € II,, such that

5= fPsp(1) " Sp(n)-

Definition 2. Given a sequence of symbols a1 ---a, € (X)*, we define its

width as
width(a) = arity(a) — 1
width(ay - -a,) =

This definition can be used to characterize traversal sequences.

] Width(ai>

i€[l.n

*

Lemma 3. A sequence of symbols ay - --ay, € (X)
some term t € T(X), if, and only if,

is a traversal sequence, of

width(ay - - - a,) = —1, and
width(ay - --a;) > 0, for any i € [1.n — 1].

Now we define the rank of a traversal sequence, and by extension, the rank of
a term as the minimal rank of its traversal sequences. This definition coincides
with the definition given in the introduction for the rank of a term for binary
signatures.

Definition 4. Given a sequence of symbols ay - - - a, € (X1)*, we define its rank
as
rank(a; - - - an) = max{width(a; -- - a;) | 4,7 € [1..n]}

Given a term t € T(X), we define its rank as

rank(t) = min{rank(w) | w is a traversal of t}
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3 3 rank =2 3 rank = 1

rank =3 : -
2 2 2
1 1 1
0 l 0 0 l
2. 2, ]|
f f

Fig. 2. Representations of the function f(i) = width(a - --a;), for some traversal se-
quences of f(a, g(b, h(c,d))).

In general, a term has more than one traversal sequence associated. The rank
of the term is always smaller or equal to the rank of its traversals, and for at
least one of them we have equality. These rank-minimal traversals are relevant
for us, and we choose one of them as the normal traversal sequence. In figure 2]
the third traversal sequence f[12 a g[t:21 b R[22 ¢ d is the normal one.

Definition 5. Given a term t, its normal traversal sequence NF(¢) is defined
recursively as follows:

1. Ift = a then NF(t) = a.
2. If t = f(t1,...,tn) then let p € II,, be the permutation satisfying

rank(t,(;)) < rank(t,(;))
1<j=>4qV
rank(tp(i)) = rank(tp(j)) A p(Z) < p(j)
Then, W(t) = fp NF(tp(l)) e NF(tp(n))
Lemma 6. For any term, its normal traversal sequence has minimal rank, i.e.
rank(¢) = rank(NF(t)).

Rank-upper bounded traversal sequences define a regular language. The con-
struction of associated automata can be found in [LVOOb].

Lemma 7. Given an extended signature X7 and a constant k, the following set
18 a reqular language.

RY, ={sc ()" | rank(s) <k A s is a traversal}
Proof. We can define R%, inductively as follows:

RS = (21)* X
Ry =Ry'U (| Z REM-RET)T X

n>1
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5 Traversal Equations

In this section we introduce traversal equations. Solvability of traversal equations
is still an open question, but we prove that a variant of them (the so called rank-
and permutation-bounded traversal equations) can be reduced to word equa-
tions with regular constraints [Sch91], which are decidable. This reduction is
somehow inspired in the reduction from trace equations to word equations used
in [DMMO97] to prove decidability of trace equations. Later in Section [1 we
will reduce context unification to solvability of traversal equations. We need the
rank-bound conjecture to prove that the reduction can be done to rank- and
permutation-bounded traversal equations.

Definition 8. A traversal system over an extended signature with word vari-
ables (X7, W) is a conjunction of literals, where every literal has the form
w; = wy (word equation), w; = wsy (traversal equation) or w € R (regular
constraint), being w; € (X UW)* words with variables and R C (X)* a
reqular language.

A solution of a traversal system is a word substitution o : W — (X7)* such that

1. o(wy) = a(ws) for any word equation wy = ws,

2. o(wy) and o(ws) are both traversal sequences of the same term, for any
traversal equation wi = wa,

3. and o(w) belongs to R, for any regular constraint w € R.

Definition 9. A traversal system is said to be rank-bounded if, for every traver-
sal equation w1 = we, there exist two constants k1 and ks, and two reqular con-
straints wy € R and wo € R52 in the system, where RY, is the (regular) set of
k-bounded traversal sequences.

We can transform rank-bounded traversal systems into equivalent traversal
systems using the following transformation rules.

Definition 10. The following rules define a non-deterministic translation pro-
cedure from rank-bounded traversal systems into word equations with reqular con-
straints.

Rule 1: For some n-ary symbol f € X and permutations p1, p2 € II,,, we replace
the traversal equation w1 = wq and the corresponding regular constraints
w1 € RI; and wy € R? by

wy € R];
Wy € ng
w; = Wsy wq éAXVI fpl YP1(1).”YP1(n) Xo
wy € R’; — wy =X, fr? Y;:Q(l)"'Y;:Q(n) X5
we € ng Y, = Yy
Y, i) € R’;_”'H: for any i € [1..n]
YP/2(i) € R%fﬂj%

where X1, Xo and {Y;,Y/}icpi.m) are fresh word variables.
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Rule 2: We replace the traversal equation wi = wo and the corresponding reg-
ular constraints wy € R’; and wy € R’g by

w1 = W3

2
k w1 = W2
wy € Ry min{k1,ka}
ko wy € RZ
Wy € RZ]

If the rank of a traversal sequence f” wj ---w, is bounded by ki, then, for
any i € [1..n], the rank of w; is bounded by k1 —n+i. These are the values of the
exponents used in the regular restrictions of the right-hand side of Rule 1. Rank-
boundness is crucial in order to ensure soundness of Rule 2. For instance, the
traversal equation X aaY =Y aa X has no solution, whereas the word equation
XaaY = YaaX is solvable. Notice that some substitutions, like X,Y — a,
give equal sequences, but they are not traversal sequences.

Theorem 11. The rules of Definition [I0 describe a sound and complete de-
cision procedure for rank-bounded traversal systems. In other words, for any
rank-bounded traversal system S,

1. if S =* 8" and the substitution o is a solution of S’, then o is also a
solution of S, and

2. if the substitution o is a solution of S, then there exists a word unification
problem with regular constraints S’, a transformation sequence S =—* S’,
and an extension o’ of o, such that o’ is a solution of S’.

Unfortunately, this nondeterministic transformation procedure does not al-
ways terminate. Notice that we can have p;(n) = pa(n) = r, and in such case
we obtain a traversal equation Y, = Y, with the same bounds Y, € R’g and
Y, € R as the original one. However, these transformation rules can be used
to find solutions o of equations w; = we, such that o(w;) and o(ws) are traver-
sal sequences for the same term, and they are “similar”, where “similar” means
that they only differ in a bounded number of permutations.

Definition 12. Given two traversal sequences v and w over X, we say that
they differ in n permutations if, either

1.v=fPri- -y and w = fP Sy Sy, for any i € [1.m], r; and s; differ in
n; permutations, and 2111 n; =mn, or

2. v = fProayTpm) and w = fT S 1y Sr(m), where p # T, for any i €
[1..m], r; and s; differ in n; permutations, and Y . n; =n — 1.

Definition 13. A permutation-bounded traversal equation,noted wy =g wo, is
a tuple of two words with variables wy and we, and an integer k.

A substitution o is said to be a solution of a permutation-bounded traversal
equation w1 =i wy if o(wy) and o(wsy) are both traversal sequences of the same
term, and they only differ in at most k permutations.

A permutation- and rank-bounded traversal system is a rank-bounded traver-
sal system where all traversal equations are permutation-bounded.
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Theorem 14. Solvability of permutation- and rank-bounded traversal systems
is decidable.

Proof. We can reduce the problem to an equivalent word unification prob-
lem with regular constraints using a variant of the rules of Definition for
permutation-bounded equations, finitely many times.

When we apply Rule 1 with p; = po, we transform wy =5 ws into {Y; =g,
Y/}iep..n) where -7 | k; = k. We can require the existence of i, j € [1..n], such
that ¢ # j, k; # 0 and k; # 0 without loosing completeness. When we apply
this rule with p; # p2, we transform w; = wo into {Y; =g, Y/}icp1..,) where
S ki=k—1.

Rule 2 can be applied to transform wy =, w» into wy = ws, for any k.

It is easy to prove that this transformation process always terminates using
a multiset ordering on the multisets of bounds of the traversal equations.

6 The Rank-Bound Conjecture

In this section we introduce the rank-bound conjecture. This is the base of the
reduction of context unification to permutation- and rank-bounded traversal
systems that we describe in the next section. As we will see, this conjecture
is essential in order to prove that the traversal equations that we find in the
reduction are both permutation-bounded and rank-bounded.

Conjecture 15 (Rank-Bound Conjecture). There exists a computable func-
tion @ such that, for any solvable context unification problem t = u there exists
a ground unifier o satisfying

rank(o(t)) < @(size(t = u))

The validity of the conjecture is still an open question. In fact, we think that
the conjecture is true, not only for just one ground unifier, but for any most
general unifier. This stronger version of the conjecture is not true for second-
order unification, because we can have most general second-order unifiers with
arbitrarily large rank, as the following example shows.

Example 16. The second-order unification problem

F(f(a,a)) = f(F(a), F(a))

has only one context unifier 0 = [F' — Az .z]. However, it has infinitely many
second-order unifiers which are not context unifiers, like

o=[F=Xe. f(f(f(z,2), f(z,2), f(f (2, 2), f(z,2)))]

For any n > 0, there is a second-order unifier where bound variable z occurs
2" many times in the body of the function, and the rank of o(F(f(a,a))) is
equal to n+ 1. This term o(F(f(a,a))) can be represented as follows for n = co.
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In the following Lemma we prove that the conjecture is true for first-order
unification.

Lemma 17. Given a solvable first-order unification problem t = u, its m.g.u. o
satisfies
rank(o(t)) < size(t) + size(u)

Proof. Suppose we have an unification problem ¢ = u like

9(f(a,b), f(X, X), f(Y.Y)) = g(X,Y, Z)

We can represent it by a directed acyclic graph (DAG) where we have two
initial nodes (one for each side of the equation), and a unique node per variable.
We can solve the unification problem by re-addressing the arrows pointing to
a variable, when this variable is instantiated. Therefore we can represent o(t)
by means of a DAG D, where size(D) < size(t) + size(s), being the size of a
DAG its number of arrows. This is the representation of the DAG corresponding
to our example (where, for simplicity, we have added a thick arrow instead of
re-addressing arrows pointing to variables):

N
2N

For any labelling of the original DAG, the same labels in the DAG resulting
from instantiation represent a traversal sequence of o(t) and a traversal sequence
of o(u). Defining the rank of a node as the addition of the label in the path from
the root to this node, the rank of the traversal sequence will be the maximal of
the rank of all leaves. In our example, this rank is 5 and it is obtained from the
following path

g f—=f—=f">a

The rank of a path never exceeds the number of arrows of the DAG, i.e. its
size, because, to avoid occur check, we can not repeat nodes in a path. Therefore,
when we use an arrow with label n, there are at least n other arrows (the ones
with the same origin) that can not be contained in the same path. We can
conclude that the traversal sequence of o(t) represented in the path satisfies
rank(s) < size(t) + size(u), thus rank(o(t)) < size(t) + size(u).
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7 Reducing Context Unification to Traversal Equations

In this section we prove that context unification can be reduced to solvability
of traversal systems. Moreover, we also prove that if the rank-bound conjecture
is true, then this reduction can be done to permutation- and rank-bounded
traversal systems. Therefore, if the conjecture is true, then context unification
is decidable.

The reduction is very similar to the naive reduction described in Section
First-order variables X are encoded as word variables X’ such that, if o is a
solution of the context unification problem, and ¢’ is the corresponding solution
of the equivalent word unification problem, then ¢’(X’) = NF(o(X)).

For every n-ary context variable F', we would need n + 1 word variables
Fj,...F),such that o/(Fja F{a---F!_,aF}) = NF(c(F(a,...,a))). However, this
simple translation does not work. If a term ¢ contains two occurrences of a
first-order variable X, then NF(c(t)) will contain two occurrences of NF(o(X)).
However, two different occurrences of a context variable can have different argu-
ments, and this means that the context o(F') can be traversed in different ways,
depending on the arguments. Notice that, in general, even if NF(¢[a]) = wg a w1,
we can have NF(t[u]) # wo NF(u)w;. Fortunately, the different ways in which
the occurrences of o(F') are traversed in the normal form of o(t) are not very
different, i.e. they differ in at most a bounded number of permutations.

Ezample 18. Let o(F) = Ax. f(f(x,t1),t2), where rank(t;) < rank(¢z), and
w; = NF(¢;), for i = 1,2. Depending on the argument u, we have

2 L2 NR(o(u)) wy we  if rank(o(u)) < rank(t1)
NF(o(F(u))) = { f12 Yy NF(o(u))we if rank(t1) < rank(o(u)) < rank(t2)
FBWap, fBUy NF(o(u))  if rank(ts) < rank(o(u))

For any u and «/, NF(o(F(u))) and NF(o(F(u'))) only differ in at most 2 per-
mutations.

Lemma 19. Let F be a context variable and o a substitution. For any two
terms F(t1,...,tn) and F(uy,...,uy), there exist sequences vo,..., Uy, Wo,..., Wy, and
permutations p, T € II,,, such that

W(O’(F(tl,...,tn))) = Vo NF(O'(tp(l))) V1" "Un-1 I\IF(O'(tp(n))) Un
NF(o(F(u1,...,un))) = wo NF(0(ur(1))) w1 -+ wn—1 NF(0(Ur(n))) wn
and, for any sequence of constants {a;}ic..n],

Vo Ap(1) V1" Un—1Ap(n) Un
Wo Qr(1) W1 " Wn—1 Ar(n) Wn

are both traversal sequences of o(F(a,...,ay)), and they only differ in at most
n - rank(o(F(a1,...,an))) permutations.
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Notice that we need the rank-bound conjecture in order to bound the value
of rank(c(F(a1,...,an))), i.e. to prove that these two traversal sequences differ
in a bounded number of permutations.

In the rest we describe how a context unification problem could be effectively
translated into an equivalent system of traversal equations.

Theorem 20. Context unification can be reduced to solvability of traversal sys-
tems.

If the Rank-Bound Conjecture is true, then context unification can be reduced to
solvability of permutation- and rank-bounded traversal systems.

Proof. Let t = u be the original context unification problem, and (X, X') be the
original signature. We assume that X is finite, and contains at least 2-n distinct
first-order constants as,..., an, b1,..., by, where n = max{arity(F) | F € Var(t =
u)}, and a binary symbol f, and that ay,..., ay, b1,..., b, do not occur in t = w.
Therefore, if a problem is solvable, it has a ground unifier.

First step. The order of the arguments in F' and in o(F') are not necessarily the
same. In this first step we guess a permutation pr € Il (r) for any context

variable and transform ¢ = u into og(t) = o¢(u) where

o9 = U [Fl—>)\$1"'l‘n.F/(],‘pF(l),...,pr(n))]
FeVar(t?zu)

Now, we can assume that F’ and its instance have the arguments in the same
order. Moreover, as far as og is simply a renaming substitution, t = u and
oo(t) = oo(u) are equivalent problems.

Second step. We introduce a word variable X' € W for every first order variable
X € X, and arity(F) + 1 many word variables Fg,...,Ffrity(F) € W for every
occurrence p of a context variable F in the problem (notice that in this case we
use different word variables for every occurrence).

We guess a permutation p, for any occurrence of a constant function f or of
a context variable F', with arity greater or equal than two, in a position p of the
problem.

We define the following translating function 7 that given a subterm t €
T(X,X) of the problem, and its position p, returns its translation in terms of
words with variables w € (X' UW)*.

For any first-order constant a, or variable X,

T(a,p)=a
T<X7p) =X’

For every n-ary function symbol f, or context variable F, occurring at po-
sition p, let w; = T (t;, p - i), and p, be the permutation conjectured for this
position, then

T(f(tl”tn)7p) = fpp pr(l) o .wpp(n)
T(F(t1,etn),p) = Fy w, ) FY -+ F?

n—1Wo,(n) FF

Finally, the traversal system will contain the following equations:



182 J. Levy and M. Villaret

1. A word equation for the original problem t = u
T(t1) =T(u,2)

2a. For any two occurrences F'(t1,...,t,) and F(u1,...,u,) of a context variable
F at positions p and ¢, we introduce the following traversal equations and
regular constraints:

T(F(a1,...,an),p) =& T (F(a1,...,an),q) T(F(b1,...;bn),0) =k T(F(b1,...,bn),q)
T(F(a1,...,an),p) € RS T(F (b1, bn),p) € R
T(F(at,...,an),q) € R, T(F (b1, bn), q) € RS

where k = arity(F) - @(size(t = u))
ki = ko = P(size(t = u))
and @ is the computable function introduced in the rank-bound conjecture.
2b. In case we want to reduce context unification to (non-bounded) traversal
systems, we will introduce

T(F(a17”‘van)7p) T(F(a17"'7an)7q)
T(F(byyeciybn),p) = T(F(b1,....b0),q)

In this second case, we do not need the conjecture to fix k, k1 and k.

The duplication of traversal equations with distinct constants a; and b; en-
sures that these constants occur in the place of the arguments. Otherwise, if
we only introduce a traversal equation XoaX; = X)a X, we can get so-
lutions like 0 = [Xo — f%a)[X; — N[X, — fOA[X] — a], that do
not satisfy o(XobX1) = o(X)bX7), and leads to incompatible definitions of
o(F)=Xzx. f(a,z) and o(F) = Az f(z,a).

Corollary 21. If the Rank-Bound Conjecture is true, then Context Unification
is decidable.

Ezample 22. To conclude, let’s see how problem X (Y (a,b)) = Y (X (a),b) could
be translated into a traversal system.

We guess og equals to identity in the first step. In second step, we in-
troduce the word variables Xj, X1, X}, X] for the two occurrences of X, and
Yo, Y1,Y5, Yy, Y{, Y] for Y. For both occurrences of Y, the only symbol with
arity 2 or greater, we guess the same permutation p1.q4 = po = [2,1].

The translation of the unification problem results then into:

XoYobYiaYs Xy £ Y[ bY! X, a XY

Xo a1 Xl =k ,I)C((/) ay X{ Xo b1 Xl =k i((l) b1 X{
X(,) aq X} S RkEH X(I) by X} S RkEH
XO a1 Xl € RZ‘H XO b1 Xl S RZH

1 We can avoid to introduce a context variable occurrence in more than two traversal
equation. If we have p1,..., p, occurrences of F', we can introduce an equation relating
p1 and p2, p2 and ps,.., pn—1 and py,.
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Y0a2Y1a1Y252de(12Y1/(11Y¥ 1/01721/11711652161/0/(72}/1/[71}/2/
Y0a2Y1a1Y2€R§H Y052Y151Y2€R§n
YiasY{a1 Yy € RE, Yib Y/ b1 Y € RE,

where k = &(8), and @ is the function introduced by the rank-bound conjecture.

8 Conclusions and Further Work

In this paper we prove that, if the rank-bound conjecture is true, then context
unification is decidable. The decidability of context unification is still an open
question, and a positive answer would have important implications in very dif-
ferent research areas. Additionally, we define traversal equations and rank- and
permutation-bounded traversal equations, and prove that solvability of the second
ones is decidable.

We are currently trying to prove the rank-bound conjecture, and finding a re-
duction from traversal equations to context unification, to prove the equivalence
of both problems.
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