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Abstract

The area of computational trust and reputation models
has evolved very quickly the last few years. Now we have
a clearer understanding of the mechanisms that are behind
trust and reputation. The models start to consider different
aspects that influence trust and reputation improving their
accuracy under complex environments. However the intro-
duction of these new aspects arises a new problem. How the
different pieces of knowledge have to be combined to get a
final trust or reputation value? In this article we introduce
ImRep, a trust and reputation model that is a first attempt
to undertake this problem from a cognitive perspective.

1 Introduction

One of the main problems you can find in current trust
and reputation models is what we call the ”‘aggregation
problem”’. It is clear there are several elements, usually as-
sociated to different sources of information, that contribute
to build trust and reputation. Different authors propose dif-
ferent divisions [7, 11, 1, 3] but sooner or later all of them
arrive to the same point: it is necessary to combine the basic
elements to get a final conclusion that can contribute to the
decision making process.

The computational approach to this problem usually has
been the use of a weighted mean. Each element is weighted
by hand or following fixed heuristics that give more rele-
vance to direct experiences, that use some kind of reliability
measure as a value for the weight, and so on.

This approach can be enough for those situations where
the environment is very well known and relatively static and
therefore it is possible to tune the parameters of the model
before entering into the scenario. However if we want a
general method to combine the elements that compound
trust and reputation, that can be used in different environ-
ments and that can adapt to changes, this approach is clearly
insufficient.

Based on our previous experience trying to solve this
problem [10], we think the only way to undertake it is using
a cognitive approach.

In this article we present our ideas about the interplay
of Image and Reputation (section 2) and then we introduce
ImRep, a computational model that has been designed hav-
ing in mind the problem of aggregating the elements used
to build trust and reputation (section 3). Although we are
still at an initial stage, we will present a general view of the
model and we will show how it can be used to model the
interplay of Image and Reputation.

2 Combining Image and Reputation

To analyze the interplay of Image and Reputation the
first thing we have to do is to define what we mean by Image
and Reputation.

Image is an evaluative belief; it tells whether the target is
”good” or bad with respect to a given behaviour. An agent
has an evaluation when he or she believes that a given entity
is good for, or can achieve, a given goal. An agent has a
social evaluation when his or her belief concerns another
agent as a means for achieving this goal [2].

We represent the Image of an agentt (that we call the
target) from the point of view of and agents (that we call
thesource) related to aspectϕ asImage(s, t, ϕ, α), where
α is the value of the Image.

Our definition of reputation moves it one level above the
image level. Reputation is a belief about others’ minds, or
more specifically about others’ evaluations of the target; it
is a meta-belief. This definition has one important conse-
quence. To accept a meta-belief does not imply the accep-
tance of the nested belief. To assume that a targett is as-
signed a given reputation implies assuming thatt is believed
to be ”good” or ”bad,” but it does not imply sharing either
evaluation [2].

We represent the Reputation of an agentt from the point
of view of an agents related to aspectϕ asRep(s, t, ϕ, α),
whereα is the value of that Reputation.



Image and Reputation are two of the most (if not the
most) relevant factors used to build trust. A lot of trust mod-
els (with slight variations, specially in the definition of Im-
age) agree on that. This is why we have chosen the interplay
of Image and Reputation as our first objective.

The situation we want to study is when the individual
has an Image and a Reputation associated to a given target.
Specifically we want to study the case when and individual
s hasImage(s, t, ϕ, αI) andRep(s, t, ϕ, αR).

We will assume thatαI , αR ∈ {Good, Bad}. Given that
table 1 shows the different cases we have to consider.

αI αR

case-1 Good Good
case-2 Good Bad
case-3 Bad Good
case-4 Bad Bad

Table 1. Interplay of Image and Reputation

Cases 1 and 4 imply a stable mental state. The Image and
the Reputation are coincident so from the point of view of
the interplay, Reputation reinforces Image and vice versa.
Given that Image and Reputation are based on different
sources of information, we can say there is acertaintyon
the target about the aspectϕ.

Cases 2 and 3, on the other side, imply a contradiction
between two pieces of information that refer to the same
aspect. This is what is called acognitive dissonance. A
cognitive dissonancegenerates an instability in the mind of
the individual. Depending on how strong and relevant is the
cognitive dissonance, the individual is pushed to solve it by
taking special actions. Although these actions are context
dependent, they are always oriented to confirm the grounds
of the elements that are causing thecognitive dissonance.
The question is: why these actions are not taken before
arriving to acognitive dissonance, that is, during the pro-
cess of building each element? The reason is that these spe-
cial actions usually imply a great cost in terms of resources
(time, money, etc.). Given that, individuals adopt a lazy
approach, only when it is really needed the individual will
carry on the special actions to solve acognitive dissonance.

Returning to the interplay of Image and Reputation, a
cognitive dissonanceappears when there is a contradiction
in the agent’s mind between a target image and the repu-
tation of that target. Solving acognitive dissonancein this
case implies to check in deep the reliability of the Image and
the reliability of the Reputation trying to find which one is
wrong.

As we have said, the elements used to build an Image are
direct experiences. There are three questions an individual
has to answer:

• Is the number of direct experiences enough to infer that
Image?

• Are the direct experiences outdated?

• Is there noise in the perception of the direct experi-
ences?

In the case of Reputation, because it is build from a set
of third party Images the questions to be answered are:

• Is the number of witnesses enough to infer a Reputa-
tion?

• Is there a problem of ”‘correlated evidence”’? (We
talk about ”‘correlated evidence”’ when the opinions
of different witnesses are based on the same event(s)
or when there is a considerable amount of shared in-
formation that tends to unify the witnesses’ way of
“thinking”).

• Are the witnesses lying (what we call the ”‘complot
theory”’)?

Finally, taking into account both, Image and Reputation,
there is the possibility that the criteria used to judge the di-
rect experiences be different to that used by the rest of the
community.

After trying to answer these questions there are several
possibilities:

• The Image or the Reputation value was wrong. If one
of the two elements is no longer true, thecognitive dis-
sonancedisappear.

• There is not enough available information to answer
the questions. This usually implies the ”‘quarantine”’
of the problem until there is more information avail-
able.

• The individual arrives to the conclusion that both, the
Image and the Reputation values are apparently cor-
rect. Everything seems to give support to both ele-
ments but they are still contradictory.

There are psychological studies that demonstrate there
is a bias toward bad Image and Reputation [12, 8], that is,
individuals tend to give more relevance to bad Image and
Reputation. This asymmetry will affect the behavior of the
individual in the last two possibilities where there is no way
to give predominance to one of the elements.

3 The ImRep model

In this section we will introduceImRep, a trust and rep-
utation model that has been specially designed to deal with
the problem of aggregating the elements that are used to



build trust and reputation using a cognitive approach. We
will use the interplay of Image and Reputation as the case
study to present the model.

The model is divided in three parts: a memory with all
the predicates that represent the knowledge that is associ-
ated to image and reputation, a set of processes we callde-
tectorsthat operate on this memory; and finally a decision
maker mechanism.

3.1 The agent architecture

Before starting the description of the elements that com-
poundImRepit is important to situate the model in the con-
text of a generic agent architecture. In this section we de-
scribe those elements of an agent architecture that are rel-
evant and necessary from the point of view of anImRep
model. As shown in figure 1, there are three elements that
have to be considered: the agent memory, a planner and the
communication module.

Inference engine
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Goals

Common Sense

PLANNER

Imation

Cog.Dis. InconsistencyCertainty

ImageReputation

Witness-Inf Contract Fulfillment

COMMUNICATION
MODULE

Detectors
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Figure 1. The ImRepmodel and its environ-
ment

The main memory is the most important part of the agent
architecture from the point of view of theImRepmodel.Im-
Repuses that memory to store the knowledge associated to
the concepts of Image and Reputation.

From now on, we will assume that the main memory of
the agent is a data base of first order predicates. Is in this
memory where he agent stores its goals. The agent goals
can be either those initially assigned by the user or those

generated by a planner as intermediate steps to achieve the
main goals. We assume also that each goal has an associ-
ated priority that determines its relevance in the context of
the final objectives. These priorities are not static but can
change along time depending on several factors like the en-
vironment or the agent mental status.

How the planner works as well as how the agent assigns
priorities to the goals is something that goes beyond the
scope of this article.

The goals’ section in the main memory is reduced to a
list of predicates that represent the pending goals, each one
with an assigned priority. The priority goes from 0 (min-
imum priority) to 1 (maximum priority). A goal is repre-
sented as:

Goal(X, φ, p)

whereX is the agent that has to achieve the goalφ, and
p is the priority that the agent assigns to this goal.

The agent goals and how they are prioritized influence a
lot the way theImRepmodel works. Surprisingly, in spite of
its relevance, this link with the goals of the agent is usually
ignored by current trust and reputation models.

The last element of the agent architecture we need to
consider is the communication module. The communica-
tion module receives messages from the outside and adds
the content into the memory in a suitable format. From the
point of view of theImRepmodel the relevant information
is the information associated to contracts and its results as
well as third party opinions about other agents.

3.2 The memory

As we said before,ImRepuses the main memory of the
agent to store the knowledge associated to Image and Rep-
utation. This knowledge is represented by first order predi-
cates.

The predicates are conceptually organized in different
levels as shown in figure 1. A predicate in a given level
is always inferred from predicates that belong to the same
or a lower level.

The lowest memory level is used to store the information
that still has not been evaluated by the agent. There are three
types of information at this level:

• Contracts: In this context, a contract is not necessary
a formal contract. It can be just an agreement between
two agents. It is represented asContract(s, t, I, Xc)
wheres andt are the agents involved in the contract,I

a set of indexes that identify the issues of the contract
andXc a vector with the agreed values of the contract.

• Fulfillments: Is the result of a contract. For instance, in
an e-commerce environment can be the real character-
istics of a product that the agent bought several days



ago. It is represented asFulfillment(s, t, I, Xf)
wheres andt are the agents involved in the contract,
I a set of indexes that identify the issues of the con-
tract andXf a vector with the actual values after the
fulfillment of the contract.

• Witness information: information about the agent
community coming from third party agents (wit-
nesses). We represent witness information as
WInf(s, t, Content), that is, agents informs agent
t thatContent is true. In our case,Content can be an
image or a reputation associated to a third party agent.

The next level is populated byoutcomesandthird party
images.

We define theoutcomeof a dialogue between two agents
as:

• An initial contract to take a particular course of action
and the actual result of the actions taken.

• An initial contract to fix the terms and conditions of
a transaction and the actual values of the terms of the
transaction.

An outcome is not just the tuple contract-fulfillment, is also
the evaluation of this tuple considering how was fulfilled
the contract. An outcome is represented with a predicate of
the formOutcome(s, t, I, Xc, Xf , φ) wheres andt are the
agents involved in the contract,I a set of indexes that iden-
tify the issues of the contract,Xc andXf are the vectors
with the agreed values of the contract and the actual values
after its fulfillment respectively andφ ∈ [0, 1] is the value
of the evaluation made by the agent beingφ = 0 the worst
andφ = 1 the best.

A third party image (TPImage) is the evaluation that
and agent makes in terms of the reliability of an image that
a witness has on a target agent (received as the content of
a witness information). This evaluation is based on a set
of factors like the accuracy of previous information com-
ing from that witness, the relation between the witness and
the target, and so on. It is represented by the predicate
TPImage(w, t, ϕ, α, r) wherew is the witness,t the target
of w’s evaluation,ϕ the aspect thatw is evaluating aboutt,
α the result of this evaluation andr the reliability of this
TPImage from the point of view of the agent.

Going up another level we find the concepts of Image
and Reputation. In theImRepmemory, an image is repre-
sented by the predicateImage(s, t, ϕ, α, r) and a reputa-
tion by the predicateReputation(s, t, ϕ, α, r). s andt are
the source and the target agent respectively,ϕ the aspect
that is being evaluated,α the value of that evaluation andr
the reliability of that Image/Reputation.

Finally we arrive to the last memory level. All the con-
cepts in the previous levels where linked to image and repu-
tation. In the last level however, we find concepts represent

general mental states not necessarily associated to a specific
domain.

Concretely at this level theImRepmodel considers the
concepts described in section 2 (cognitive dissonanceand
certainty). A cognitive dissonancein an agents’s mind,
associated to agentt and to the aspectϕ is represented by
the predicateCogDis(s, t, ϕ). Similarly, thecertaintyof an
agents about an agentt, related to aspectϕ, is represented
by the predicateCertainty(s, t, ϕ).

It is important to remember that this is just a conceptual
organization. The memory of the agent can be just a black-
board with no internal structure as we said in section 3.1.
We are not imposing a specific structure to the agent mem-
ory. That way, we make easy the integration ofImRepwith
a wide range of agent architectures.

The task of generating new predicates and maintaining
the organization of the memory we have just described is
performed by what we call thedetectors, a set of specialized
processes that operate on theImRepmemory and take care
of it.

3.3 The Detectors

Thedetectorsare one of the most important and special-
ized parts of theImRepmodel. As we have said, thede-
tectorsare processes responsible of generating and main-
taining the ImRepmemory. They have two main tasks:
(i) the inference of new and more abstract knowledge and
(ii) the maintenance of the knowledge they have generated
in a similar way it is done by a ”‘Truth maintenance sys-
tem”’ [4, 6, 5].

We will analyze both tasks one at a time in the following
sections. However, because our final objective is to show
how ImRepcombines image and reputation we will not ex-
plain the detectors at the lower memory levels, concentrat-
ing on those detectors that actuate in the last level. At this
moment thedetectorsat the lower memory levels are us-
ing the same technology used in the ReGreT system [11, 9]
when they have to generate (i) an outcome from a contract
and its fulfillment, (ii) an image from a set of outcomes and
(iii) a reputation from witness information.

3.3.1 Generating knowledge

The ImRepmodel has a different type of detector to gener-
ate each type of predicate (except for the predicates at the
lowest level that are introduced into the memory from the
outside by the communication module). The fact thatdetec-
torsare independent units allows us to design eachdetector
using the most suitable technology to deal with the specific
problem.



3.3.2 Cognitive dissonance detector

Talking about image and reputation, acognitive dissonance
appears when there is a contradiction in the agent’s mind
between a target’s image and the reputation of that target.
As we said in section 2, a cognitive dissonance generates
a state of instability in the agent’s mind that needs to be
solved. Depending on how strong is the dissonance and
the goals of the agent, this necessity becomes more or less
important.

A cognitive dissonance detector uses the following rule
to identify this state:

Image(s, t, ϕ, α, r) ∧
Reputation(s, t, ϕ, α′, r′) ∧

IsContr(α, α′) → CogDis(s, t, ϕ)

That is, if according to agents there is a contradiction
(IsContr(α, α′)) between the image and the reputation of
agentt related to aspectϕ, then exists a cognitive disso-
nance related to this aspect.

How strong is the dissonance depends on three elements:

• The Image reliability (r)

• The Reputation reliability (r′)

• The degree of contradiction between the image and the
reputation, that is represented asContr(α, β).

It is clear that a dissonance created by a reliable image
and a (contradictory) reliable reputation creates an instabil-
ity in the mind of the individual more important than a dis-
sonance caused by a non reliable image and/or reputation.

Something similar occurs if the degree of contradiction
between the image and reputation is more or less important.
In the simplified case that we are considering, where the
values for Image and Reputation are binary (good or Bad),
this parameter has no sense. However in a real case where
the values are not only Good or Bad this parameter has a
great relevance. For example, it is not the same if the image
suggests very-good and the reputation very-bad that if the
the image suggests almost-good and the reputation slightly-
bad. The cognitive dissonance in the first case is stronger
than in the second.

3.3.3 Certainty

When the image and the reputation on a target is coincident
we say that the perception about the target is certain. This
is the opposite situation to a cognitive dissonance.

The rule to identify this state is the following:

Image(X, Y, ϕ, α, r) ∧
Reputation(X, Y, ϕ, α, r′) → Certainty(X, Y, ϕ)

Similarly to the cognitive dissonance case, the strength
of the certainty is linked to the reliability of the Image and
Reputation.

3.3.4 Maintaining the ImRep memory

Because the agent is immersed in a dynamic environment,
the perception it has about this environment changes along
time. Things that were true before, now become false and
vice versa. Also the mental state of the agent changes: goals
that have been achieved, the appearance of new goals. . .

Given that, it is clear that the knowledge inferred by de-
tectors has to be revised regularly to be sure it reflects the
current situation. This revision process, that is performed
by the detectors themselves, works in a similar way as a
Truth Maintenance System.

Figure 2 shows a typical situation. Using witness infor-
mation, detector-1 has generated a set of third party images
that detector-2 has used to build a reputation. In parallel,
detector-3 has inferred an Image from a set of outcomes
that, at the same time, were inferred from contracts and
fulfillments by detector-4. Finally detector-5, given a con-
tradiction between the image and the reputation value, has
generated a cognitive dissonance.

Outcome
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Witness-Inf Contract
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Contract

Fulfillment
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Figure 2. Mantaning the ImRepmemory

Suppose the agent suddenly discovers that several wit-
nesses that provided the information to build the reputation
were lying. Reacting to this change, detector-1 removes the
third party images associated to these witnesses that now
do not have enough credibility to be taken into account.
Detector-2 now realize that the number of third party im-
ages is not enough to build a reputation and the reputation



is also removed. Finally, without the reputation the cogni-
tive dissonance has no sense so it is removed by detector-5.

Notice that the fact that the agent discovers that the wit-
nesses were lying probably was the result of the actions
taken by the agent to solve the cognitive dissonance. Once
the cognitive dissonance is solved these actions, that are
represented by goals in the agent’s memory, are removed.

3.4 The decision making mechanism

Usingdetectors, theImRepmodel can identify if there is
a certainty or a cognitive dissonance. In the case of a cog-
nitive dissonance it is required that the agent take different
actions to solve it. We have discussed these actions in sec-
tion 2 and, as we said, they are usually expensive in terms
of agent resources. The decision making mechanism of the
ImRepmodel is responsible of deciding if a cognitive dis-
sonance is worth it to be solved and which are the actions to
be performed in order to do that.

The main elements that the decision making mechanism
uses to decide if it is worth it or not to go ahead with the
actions necessary to solve a cognitive dissonance are the
strength of the cognitive dissonance and, more important,
the agent goals and their priority.

If the dissonance is associated to an aspect that is an es-
sential part of a plan to achieve an important goal, the rel-
evance of solving that dissonance has to be proportional to
that importance (even if the origin of the dissonance is a
weak image and/or reputation or that the level of contradic-
tion between the image and the reputation is low). Simi-
larly, a dissonance that according to the image and reputa-
tion should be very strong can become weak if the aspect
associated to that dissonance is not relevant for the agent.

4 Conclusion

One of the main problems of current trust and reputation
models is how to combine the different elements that com-
pound trust and reputation. To undertake this problem we
think it is necessary a cognitive approach.

In this article we have introducedImRep, a trust and rep-
utation model that is being designed using a cognitive ap-
proach and having in mind the problem of aggregating the
elements that are used to build trust and reputation. We have
made a first analysis of the interplay of Image and Reputa-
tion, and used this as a case study to illustrate theImRep
model.

The work presented here is at an initial stage and there
are still a lot of details that need to be elaborated. Our focus
was only to show the main ideas behind theImRepmodel
and the way we think it has to be solved the problem of
combining the elements that are used to build trust and rep-
utation. Future work will elaborate this ideas to obtain a

fully functional computational model that can be used in
different domains.
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