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Abstract. Current mechanisms for evaluating the trustworthinessunderstood as a third party’s estimate of trustworthiness. However,
of an agent within an electronic marketplace depend either on usinthere are a number of problems in each of these alternatives. Firstly,
a history of interactions or on recommendations from other agentsf the agent interacts with each agent, it inevitably risks making losses
In the first case, these requirements limit what an agent with no prioif the counterparts it interacts with are not trustworthy. Secondly, if
interaction history can do, and in the second case, they transforrtihe agent relies on reputation information, then it cannot be sure that
the problem into one of trusting the recommending agent. Howevertthe agents providing the information are indeed truthfully provid-
these mechanisms do not consider the relationships between ageirig information about their counterparts. In both cases, others may
that arise through thimteractionsbetween them, such as buying or be unreliable because they have conflicting interests with the agent
selling, or through overarchingrganisationalstructures, which can  (e.g., if they compete in the same market) or because they can col-
also aid in evaluating trustworthiness. In response, this paper outude to exploit the agent (e.g. if some agents know each other and
lines a method that enables agents to evaluate the trustworthinessalf share their gains from exploiting an agent). In consequence, if an
their counterparts, based solely on an analysis of such relationshipagent could take into account relationships such as competition or
relationships are identified using a generic technique in conjunctiosituations such as collusion it could produce more robust valuations.
with an ontological model for agent-based marketplaces; they arélowever, existing mechanisms do not adequately consider the rela-
then interpreted through a trust model that enables the inference ¢ibnships between agents that arise throughrteractionsbetween
trust valuations based on the different types of relationships. In thishem, which may lead to competitive relationships, or through over-
way, we provide a further component for a trust evaluation modelrchingorganisationalstructures, which may lead them to collude.

that addresses some of the limitations of existing work. Furthermore, when relationshipse taken into account in a limited
manner, such as in [10], the information used is implicitly assumed
1 Introduction and no mechanisms are provided to enable the agefis¢overthat

information dynamically, nor to react to changing relationships be-
Agents generally interact by making commitments to, or contractyween counterparts. An agent also needs to be abieetatify and
with, one another to carry out particular tasks. However, in most I'einterpretsuch relationships in a changing environment.
alistic environments there is no guarantee that a contracted agent will |, this paper we address just this need by developing a method for
actually enact its commitments (because it may defect to gain highggentifying such relationships between agents in an electronic mar-
utility, or because there is uncertainty about whether the task capetplace and then using this information to enhance trust valuations.
be achieved). In such situations, computational models of trust (her@e advance the state of the art in the following ways. First, we de-
defined as the positive expectation that an interaction partner will aGjelop a process for agents to dynamically identify relationships be-
benignly and cooperatively in situations in which defecting would tween agents in an electronic marketplace. Second, we identify the
prove more profitable to itself [3]) have an important role to play. general types of relationships that should be considered with regards
First, they can help determine the most reliable interaction partnefy trust and discuss the types of reasoning such information can en-
(i.e. those in which the agent has the highest trust) and second, thejp|e. Finally, we make use of an ontology-based framework to anal-
can influence the interaction process itself (e.g., an agent’s negotigse relationships, providing a realistic application of semantic web
tion stance may vary according to the opponent’s trust level). technologies.

However, when an agent first enters an environment, it has no his- The following section provides an overview of our approach, while
tory of interactions (with the other agents in that environment) thatsection 3 describes the agent-based market model that provides the
it can analyse to decide who to trust. In such circumstances, Cukypes of information required in order to determine what relation-
rent research suggests two possible solutions. It could interact witBhips exist. Section 4 describes the relationship identification pro-
all agents and then derive trust measures from the history of intefcess used and how that is mapped to the specific context of an elec-
actions [9]. Alternatively, it could request reputation information ac-tronic marketplace. Section 5 introduces the most relevant relation-
quired from an existing social network [10], in which reputation is ship types with regard to trust and Section 6 discusses how knowl-
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have with each other and itself. The various steps to achieve this aim The information types and the relationships between them are il-
are described below. lustrated in Figure 1, in which large arrowheads represent inheri-
tance relationships while smaller arrowheads represent property ref-

1. Relationship Identification First, we identify relationships be- erences. In this model, akgentis considered to be any entity that

tween agents. In order to do so, we must have some informatiorequiresor sellsa number ofProducts(e.g. memory chips or com-

about agents, and a process that can lead from that informatioputer processors), and can be affiliated tadCaganisation We dis-

to knowledge about relationships. The types of information thattinguish between aAtomicProducie.g. computer chips), for which

we can expect agents to use to identify relationships are capturenb further division of the product into components takes place, and

and related through an ontology that representé\@ent-Based a CompositeProdudte.g. desktop computer), which comprises sev-

Market Model(ABMM) and is based on a typical e-commerce eral atomic products. This distinction allows us to better represent

example of an electronic marketplace. This information is thenthe situation in which an agent requires a composite product whose

mapped to a generic relationship identification process [1] thagtomic components must be sourced from a number of seller agents.

uses a model of agent interaction with their environment to in-Now, an agenbuys fromor sells ina Market, which has a number of

fer when agents may be related given their individual capabilitiesresources of typ@roduct A Marketis regimented byan Institution

in this case, we consider what an agent can buy or sell, and the#n Institutionis an entity that regiments the roles and relationships

goals. of the interacting agents, and determines the rules of encounter that
2. Relationship CharacterisatiotHaving identified the possible re- prescribe what an agent can do at what point in time [5].

lationships, within the context of the ABMM, we then distinguish  Similarly to aProduct aMarketcan be &ingleMarkebr aCom-

the types of relationships that are most relevant with regard tgositeMarket A composite market is a market in which the goods

trust. These types provide us with relationspitternsthat an  traded are inter-related (e.g. buyers and sellers of particular aar par

agent can use in trust evaluation. and as well as second-hand cars may trade on a single website). The
3. Relationship InterpretatiorlJsing these relationship patterns, and composite market may also be different from a single market in that

their interpretation through additional information about the spe-it is regimented by more than one institution.

cific context in which an agent operates, which is also captured Once an agent has information about its counterparts as described

by the ABMM, we discuss how an agent can use a trust model t@nd related by the ABMM model, it can begin the process of identi-

derive trust valuations. fying how they are related. For example, if two agents sell the same
products in a market, we can assume that they are competitors. If they
sell complementary products in a composite market and belong to the
same organisation, then we could assume that their opinions of each
other may be biased. Furthermore, the use of OWL enables us to im-

3 Agent-Based Market Model

affiatedTo prove the process by performing some basic types of reasoning abou
Organisafion _ | the information captured in the model. For example, if one agent sells
Agent computer components and another sells memory chips, we could in-
R setsin fer that they are competitors if we also had access to an ontological
s i = tuysfrom model describing computer components, which would allow us to
v/ buysFrom regimentedBy identify that a memory chip is a type of a computer component.
FEJT}—- hasResources Market
ﬁmmm \ iy 4 |dentifying relationships
f CompositeProduct / X The ability to identify the different types of relationships in a mar-
consistof composectrom SingleMarket CompositeMarket ketplace allows us to reason about the possible underlying motives
regimentedBy ragimentedBy of agents and, as a result, derive trust valuations. For example, con-
S or Comser, sider a situation in which agent A sells a product to agérasdC,

andA andB belong to the same organisation. Then, if we Bskr a
Figure 1. Agent-Based Market Model rating of A's product quality we should not place much credence on
the reply, since an ulterior motive, relating to the overall gain of the
organisation thaf andB belong to, could bias the reply.
However, in order for the identification process to be widely ap-
The ABMM aims to capture most of the features of a typical e-plicable we require a principled approach that can be made part of
commerce scenario by which sellers and buyers trade in an onlinen agent program. In this section, we adapt an existing relationship
market® The model is defined using the OWL (Web Ontology Lan- identification process to the task of identifying relationships within
guage) [7] standard, which is a natural choice, since it enables us tine context of the ABMM. This process is particularly suitable since
check the consistency of the model and reason about it through thieis based on a model of interaction between agents and their envi-
underlying description logics [2], using widely available tobls ronment that makes no assumptions about any internal agent compo-
addition, we benefit from a standardised representation, allowing fonents, since they cannot be observed. The focus, therefore, ig on th
easier acceptance and integration into existing agent toolkits. interfacebetween individual agents and their environment, through
5 - — the capabilities of agents. The notions that underpin this model are
We believe these features of the model are necessary rattestifficient  pageq on themMART framework [4], and are discussed in more detail
ones. The model can be easily adapted to cope with less or naiteds if . . . .
necessary as will be discussed later on. in [1], so they are only briefly described below. We first present the

7 The ontology was developed using the Protege toolkit [8hwite OwL ~ underlying agent model provided BMART and then explain how
plugin and tested with the RACER engine [6]. we use it to create a model of interaction with the environment, and




by consequence other agents. to selling products. In this paper, we make the assumption that the
AgentsFor the purposes of relationship analysis, an agent is considRol for buying products is the entilE since an agent could de-
ered an entity described by a setatfributes Attributes are simply  cide to buy anything in a market provided it has the credit to buy it.
describable features of tle@vironmentand are the only characteris- There is thus no need to represent R for buying, since it over-
tics that are manifest. Agents are able to perfactions which can  laps with theVE, and the onlyRol we represent graphically covers
change the environment by adding or removing attributes. Agentproducts that an agent is ablestllin the market. This simplification
also pursugyoals which are desirable environment states describedloes not detract from the analytical power of the model and makes
by non-empty sets of attributes. the overall analysis more straightforward. In order to clarify these
In the specific case of market agents, the attributes include infornotions we illustrate them through an example.
mation such as the organisation an agent belongs to, the market in Figure 2 shows the situation in whigkis Rol overlaps withB's
which it operates, the available products, and so forth. The basic ad/E, and both agentd/Esoverlap. Given this information, we can in-
tions are the ability to buy or sell products. Finally, goals representer thatA andB operate in a common market where Wigsoverlap.

thedesireto buy or sell a specific product. FurthermoreA sells a product in that market where Rel overlaps
Agent Perception and ActionAgent actions are divided into those with the commornVEs

that retrieve the values of attributes, representing the agsst'sor Now, assume thd& has the goal to buy a product frofB uses its
capabilities and those that attempt thangeattribute values of the  sensory capabilities to identify the price and other relevant attributes
environment, representing the agestttuator capabilities of the product. In addition, assume tH2is Rol represents the sale

With regard to the ABMM, sensor capabilities are those that allowof a product thaB constructs using, in part, the products bought
the agent to perceive other agents in a market and identify relevarfitom A. As a result,B now becomeslependenbn A making that
information such as available products. The most relevant actuatgroduct available at an appropriate price. Thus, whengyarforms
capabilities are those that allow it to sell or buy a product. an action that affects that product in some way, it will eventually
Viewable Environment and Region of InfluenceGiven that agents influence B actions, sincB must now react to the changes when
interact with the environment through actuators and sensors, and thptoducing its own product. We discuss in Section 6.1 the implications
the environment as a whole is defined through a set of attributes, wef such a relationship with regard to trust.
can intuitively think of actuators and sensors as defiméggons of  GoalsKnowledge of an agent’s goals, in addition toRsl andVE,
the environmentor subsets of the entire set of attributes that makecan provide better information about its possible relationships with
up the environment. The attributes that an agent’s actuatorsiaan other agents, as we have seen in the example above. In the ABMM,
nipulatedefine aRegion of InfluencéRol), while the attributes that the relevant goals are the desire of an agent to buy or sell something.
an agent’s sensors carewdefine avViewable Environmer(VE). If an agent needs to buy something, then it must find another agent

TheVEand theRol of an agent provide us with a model that relates whoseRol contains the required product while an agent can only sell
an agent and its individual capabilities to the environment. In ordessomething which, by definition, be part of its o\Rol.
to identify relationships between agents we need to look at how their In the next section, the ABMM and the relationship identification
VEsandRolsoverlap. The different ways in which these overlaps process are used to identify a number of relationship types that are
occur plays a role in determining the possible relationships betweeneeded when evaluating the trustworthiness of another agent.
them. In Figure 2, these concepts are illustrated by using an ellipse
to represent th&E and a pentagon shape for tRel. We use this

notation throughout when illustrating different situations. 5 Interpreting relationships

By combining the process described above with the ABMM, we can
now identify a variety of different types of relationships between
> agents. Even so, it is thaterpretationof these relationships that ul-
timately determines how the trust valuation for an agent may change
because of them. However, as there is a large number of possible
relationships and combinations of relationships, as well as a large
number of possible interpretations of those relationships, it is neces-
sary to minimise the amount of decision making needed in order to
interpret the significance of the relationship. In this section, to tackle
this problem we define somasic types of relationships that are
clearly relevant to trust valuations and can be combined to describe
Figure 2. Region of influence affects viewable environment more complex types. In the next section we discuss how these rela-
tionships can be interpreted.
The relationship types defined here build on results from an exist-
ing trust model [10], and represent the most salient types with regard
With respect to the ABMM, we assume that t& of an agent  to trust. Each type is represented byaiternrepresenting a specific
defines a region of the market that an agent is able to view. Fureonfiguration ofVEs Rolsand goals. In addition, the final interpre-
thermore, if two agents belong to the same organisation, we coultation depends on other issues that are not directly captured by the
decide, depending on the nature of the organisation, to represent tipattern alone. Issues such as the abundance of a product, the number
VE of each individual agent as the sum of tH&s of each mem-  of sellers of the product, and the amount being bought, define what
ber of the organisation, reflecting the assumption that agents woulale term theintensityof the relationships. We discuss some of these
share information. Now, thRol of an agent represents the products issues as we present the various patterns.
that an agent can sell or buy in a market. In this contextRibkcan Note that in order to make this analysis we need to consider a spe-
be divided into arRol related to buying products and &olrelated  cific context (in our case the context of e-markets). The same config-
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uration ofVEsandRolsin a different context, or based on a different indicating that they want to buy the same products. The intensity of
ABMM, would possibly have a completely different interpretation in this competitive relation is based on factors similar to the dependence
terms of relationships. relation presented in Figure 3: the number of sellers in that market

Below, we provide brief definitions of the four basic types we dealthat provide the products required ByandB, and the abundance of
with, and then discuss how they can be identified through patterns. these products in general.

Trade relationships exist when a transaction takes place. Collaboration Figure 6 shows a configuration in whiéhhas a goal

o . ; : in the Rol of B andB has a goal in th&ol of A. This means that
Competition relationships exist when agents pursue the same goaIR . : . . . .
is selling goods tdB and, at the same tim@& is selling (differ-
and may need the same (usually scarce) resources. : : : ) . .
- . . ent) goods toA. This configuration, called &oll configuration, is
Dependencerelationships exist whenever one agent depends on an- o . . .
other for it to accomplish its goal a composition of two Trade-Dep configurations (see Figure 3). The
' relationships generated by the two Trade-Dep configurations are a
"rade and dependence relation betwéeandB, and a trade and de-
pendence relation betwerandA. If A depends oB andB depends

onA, we say there is eollaborationbetweenA andB.

VE, Q VEg

B

Rol,

Figure 3. Trade-DepA sells Figure 4. Comp-Sell:AandB
goods to B are competing if\'s Rol

Figure 7. A andB competing to sell te&C while A is selling toB

VE, VE,

Tripartite relationships In this paper, we focus on relationships be-
tween just two agents. However, in this section we provide an indi-
cation of how relationships between more agents can be considered,
) if at least one more agent is added to the analysis.
Figure 5. Comp-Buy: The goal  Figure 6. Coll: Asells toB andB In the majority of cases, the resulting configurations can be de-
of Ais the same that the goal Bf sells toA . . .

composed in terms of the configurations above. One of the excep-
tions to this is the configuration showed in Figure 7, in whicks

Trade and dependencyThe configuration in Figure 3 corresponds Selling a product tha requires, while at the same tirdeandB are

to an agenA selling goods in a market thBtcan view and buy from. ~ competing in order to sell a product. Thus, there are thréeade-

At the same timeB has the goal (represented by a square) to buy thé?€p configurations and &omp-Selkconfiguration. However in this

goodsA s selling in that market. This configuration, termetrade- configuration there is a special situation, since while is a competitive

Dep configuration, identifies two kinds of relationships: a trade re-relation betwee andB at the same timB depends or. This situ-

lation and a dependence relation. Trede relation is obviousAis  ation gives a privileged position ®with respect td3, which has to

selling goods tB. The intensity of this relation is associated with be considered when analysing trust.

the amount (or the value) of goods in the transactions. déyeen-

den_cyrelatio_n is dl_Je to th_e fact t_heﬁi n_eeds the products thAtis 6 Trust Valuations

selling. The intensity of this relationship depends on several factors:

the number of sellers in that market that provide the same productlaving introduced some of the most salient relationships that can be

the abundancy of these products in general and the intensity of théirectly inferred using the ABMM and the relationship identification

traderelation. Notice that these factors can ultimately determine whaorocess, we discuss here how we can make use of them to derive trust

depends on whom. For instance, in a market where there are mamgaluations. Given our initial definition of trust (in section 1), we ar-

sellers providing the same product, and very few buyers interested igue that an agent shouttistrustits counterpart whenever the latter

that product, the roles in a dependency relation like the one describeths an opportunity to defect, as can be inferred from the relation-

above are interchanged. Then the seller depends on the buyer. ships with the counterparts and the counterpart’s relationships with

Competition In the configuration of Figure 4, termedGomp-Sell  others. We deal with the trust valuations in two parts: (i) where one

configuration, the Rols of agemtsandB intersect. This implies that agent tries to infer the trustworthiness of its counterpart (bipartite re-

both agents are selling the same goods in the same market. This fationships) and (ii) where one agent tries to infer the trustworthiness

flects a competition in that area of influence. The intensity of thisof its counterpart and both or one of them is related to other agents

competitive relation is determined by several factors such as markémultipartite).

share, profit, and cost of goods. Bipartite Relationships The reasoning that knowledge of bipartite
The configuration of Figure 5 also reflects a competitive relation-relationships enables with regard to trust is described below for each

ships, termedGomp-Buy. In this caseA andB have the same goal, type of relationship identified above.




1. Trade-Dep- if agentB is dependent oA, A may have an oppor- order to elicit quantitative measures of trustworthiness of agents or
tunity to exploitB, if B has no other choice thah as an inter-  the ratings they may provide. For example, in ReGreT if a witess
action partner. In the case where the intensity of dependence is in a ‘strong’Coll relationship withB, then agen€ who is strongly
high (e.g. in terms of amount of goods traded and percentage afependent o’ in Trade-Depmight value ratings of aboutB very
total costs tdB), B's trust in A should be the lowest possible (and ‘low’, where ‘strong’ and ‘low’ represent fuzzy sets characteigsin
conversely if the dependence is low). Thus, when trust is Bw, the intensity of relationships.
should negotiate more strongly for very low prices and for more Similarly, and also by means of fuzzy rules, the ReGreT system
stringent contracts to reduce the possibility foattempting ex-  uses relationships together with direct experiences in order to assign
ploit it. However, if the institutionA andB interact in prevent# trust values to other agents. In other words, it uses prejudice as a
from behaving unfairly (e.g. by charging high prices), tletioes ~ mechanism for evaluation. For example, if an agensually offers
not need to increase or decrease its trusk since its behaviour good quality resources and ag@hbas a ‘strongColl relation with
is independent of its motive8. it, the system will assign to ageBta high trust value associated to

2. Comp-SelbndComp-Buy- these competitive relationships obvi- the quality of the products (see [10] for more details).
ously do not favour trust between the agents since it is in their in- In this sense, trust and reputation systems like ReGreT that rely
terest to undermine each other in all possible ways (as regimenteah relationships to improve the computation of reputation and trust
by an institution). In such cases it becomes more important to unvalues can take advantage of the work presented in this paper.
derstand how such agents are related to other agents as we will see
later.

3. Coll - in this case, both agents gain by not defecting during their’ ~ Conclusions and Further Work

interactions since they both depend on each other to achieve their , . . o
) . . . - n this paper, we have presented a novel process for identifying rela-
goals. Depending on how intense this relationship is, we would. . . . .
jonships between agents in an electronic marketplace and discussed

xpect th nts to trust h other highly if th re strong| e . )
expect Inese agents fo trust each other highly ey are STONG v this information can be used to reason about the trustworthiness
interdependent, and not place much trust in each other if they are

not equally dependent on each other (e.d diepends o more of agents. By doing this, we address a shortcoming of existing trust
thanB depends o, B could defect om ;';mdAwiII not be able models, since they typically do not consider such relationships and

. . where they attempt to incorporate them in a trust model they pro-
to compensate such defections by defectingpn vide no mechanisms fadentifyingthem automatically and do not

Multipartite Relationships We can now discuss how the intensity of enable sophisticated reasoning about the complex range of scenarios
relationships and their combinations (i.e. where agents can be relatébat may arise. Furthermore, we have discussed how the work pre-
to more than one other agent) can lead to more informed decisiorgented here can be used directly within existing trust models, such
given the environment these agents interact in. Some examples aas ReGreT, to supplement its existing approach. By combining exist-
given below. ing models with this work we further the development of robust trust
valuation models in a constructive and immediate manner.

In the future, we aim to deal with more complex combinations of
relationships (i.e. more than 3 agents in all relationships) and explore
ways of analysing such combinations of relationships using learning
or case-based reasoning tools.

1. A depends o in Trade-Depwhile B andC are inColl. In this
caseB may have an incentive to misrepresent the reliabilit¢ o
A. This may happen becauBecould gain from a more profitable
C, and would therefore provide unrealistically high rating @r
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collaboration, and provide unrealistically low ratings so tGas
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