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ABSTRACT

The use of previous direct interactions is probably the best
way to calculate a reputation but, unfortunately this infor-
mation is not always available. This is especially true in
large multi-agent systems where interaction is scarce. In
this paper we present a reputation system that takes advan-
tage, among other things, of social relations between agents
to overcome this problem.

Categories and Subject Descriptors

1.2.11 [Distributed Artificial Intelligence]: Multiagent
systems; 1.2.11 [Distributed Artificial Intelligence]: In-
telligent agents; 1.2.0 [General]: Cognitive simulation

General Terms
Algorithms,Design, Theory

1. INTRODUCTION

The study and modeling of reputation has attracted the
interest of scientists from different fields such as: sociol-
ogy [10, 5], economics [7, 12], psychology [4, 11] and com-
puter science [6, 3, 18]. According to the Oxford English
Dictionary, reputation is “the common or general estimate
of a person with respect to character or other qualities”.
This estimate is necessarily formed and updated over time
with the help of different sources of information. Up to now,
the computational models of reputation have been consid-
ering two different sources: (i) the direct interactions and
(ii) the information provided by other members of the so-
ciety about experiences they had in the past [14, 15, 17,
18]. Those systems, however, forget a third source of in-
formation that can be very useful. As a direct consequence
of the interactions it is possible (even in simple societies)
to identify different types of social relations between their
members. Sociologists and psychologists have been studying
these social networks in human societies for a long time and
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also how these social networks can be used to analyse trust
and reputation [8, 5]. These studies show that it is possible
to say a lot about the behaviour of individuals using the
information obtained from the analysis of their social net-
work. In this paper we extend the Regret [14] system to
incorporate social networks in the reputation model.

In Section 2 we introduce the notion of social network
analysis and its application to agent communities. In Sec-
tion 3, a scenario is presented that will be used in the rest of
the paper to ilustrate how the system works. Sections 4—
8 describe the system in detail. Finally sections 9 and 10
present the related work, conclusions and future work.

2. SOCIAL NETWORK ANALYSIS AND
AGENT SOCIETIES

Social network analysis is the study of social relationships
between individuals in a society. Social network analysis
emerged as a set of methods for the analysis of social struc-
tures, methods that specifically allow an investigation of
the relational aspects of these structures. The use of these
methods, therefore, depends on the availability of relational
rather than attribute data [16].

Relational data is represented using graphs called so-
ciograms. A different sociogram is usually built for each
social relation under study. Depending on the type of re-
lation we have a directed or non-directed sociogram, with
weighted edges or without.

Obviously, the more relational data the better the net-
work analysis is. However, these data can be difficult to
obtain. Sociologists usually obtain them through public-
opinion polls and interviews with the individuals. This pro-
cedure is, of course, not possible in agent societies. More-
over, the analysis of human social structures is usually done
by a sociologist external to the society. This external posi-
tion gives the analyst a privileged watchtower to make this
analysis. In our case, as we want to use social analysis as
part of the reputation system to be included in each agent,
each agent has to do this analysis from its own perspective.

It is beyond the scope of this paper to propose solutions
about the way an agent builds such sociograms. From now
on, we will assume that the agent owns a set of sociograms
that show the social relations in its environment. This so-
ciograms are not necessarily complete or accurate. We sup-
pose they are built by each agent using the knowledge it has
about the environment. Therefore, sociograms are dynamic
and agent dependent.



3. RUNNING EXAMPLE

The scenario for this running example is a marketplace.
To simplify, the buyers buy one product at a time (it is not
possible to buy in bulk) and the elements that are taken into
account for each transaction are price, quality and delivery
date. The buyer chooses a seller. If the seller wants to deal
with that buyer, then it sends an offer. The buyer has then
to decide if he wants to accept the offer or not. If the buyer
accepts, the transaction is performed.

It is important to note that the actual result of the trans-
action may not necessarily be equal to the initial offer from
the seller. A swindler seller can increase the price, decrease
the quality or deliver the product late. On the other hand,
the buyer can decide to pay less or even not to pay at all.
We consider that the process of obtaining the actual result
of the transaction is atomic, that is, the buyer and the seller
have to decide their strategy (to pay less, to overcharge the
price, do things exactly as specified in the offer, etc.) before
knowing the behaviour of the other. Although this assump-
tion is not very realistic, it makes the example simpler and
allows us to focus our attention only on reputation.

We can identify many types of relationships between
agents in an e-commerce environment and it is beyond the
scope of this paper to present a survey on all of them. We
will refer just to a set of relations that can be found in our
scenario and that will help the reader to go through the
explanation of the system.

We assume that in our scenario the great majority of
agents are rational and have a behaviour according to their
goals and affiliation (in an environment with random or con-
tradictory agents it makes little sense to use social relation-
ships to predict the behaviour of agents). We note a non-
directed relation of type rel between two agents a and b
as rel(a,b). The three relation types that we consider to
illustrate this scenario are:

1) Competition (comp). This is the type of relation found
between two agents that pursue the same goals and need
the same (usually scarce) resources. In this situation, agents
tend to use all the available mechanisms to take some advan-
tage over their competitors, for instance hiding information
or lying. In our running example this is the kind of relation
that could appear between two sellers that sell the same
product or between two buyers that need the same product.

2) Cooperation (coop). This relation implies significant
exchange of sincere information between the agents and
some kind of predisposition to help each other if possible.
Notice that we talk about “sincere” information instead of
“true” information because the agent who gives the infor-
mation believes it is true. To simplify, we consider that two
agents cannot have at the same time a competitive and a
cooperative relation.

3) Trade (trd). This type of relation reflects the existence
of commercial transactions between two agents and is com-
patible either with cooperative or competitive relations.

As we said before, each agent owns a sociogram for each of
these relation types. The three sociograms are non-directed
graphs with weighted edges. Weights go from 0 to 1 and
reflects the intensity of the relation.

In our scenario, the variables that appear in contracts
between buyers and sellers (price, quality and delivery date)
determine the reputation types. To illustrate the model, we
consider four reputation types for the seller:

to_overcharge: A high reputation value of this type

means that the seller tends to overcharge the prices spec-
ified in contracts.

to_deliver_late: As the name suggest, is the reputation
of delivering the products later than the delivery date spec-
ified in the contract.

quality_swindler: A seller with a reputation to deliver
products with less quality than specified in the contract.

swindler: A swindler is a seller that overcharges the price
and/or delivers products with a quality lower than the qual-
ity specified in the contract.

For the buyer we illustrate the model with the type:

defaulter: A high reputation of this type means that the
buyer does not pay for the products he buys.

4. THE REGRET SYSTEM

The Regret system structure is based on what we call the
three dimensions of reputation. If an individual is consider-
ing only its direct interaction with the other members of the
society to establish reputations we say that the agent is using
the individual dimension. If the individual also uses the in-
formation coming from other members of the society and the
social relations, we are talking about the social dimension.
Finally, we consider that the reputation of an individual is
not a single and abstract concept but rather a multi-facet
concept. For example, the reputation of being a good carrier
summarizes the reputation of having good planes, the repu-
tation of never losing luggage and the reputation of serving
good food. The different types of reputation and how they
are combined to obtain new types is the base of the third
dimension of reputation, the ontological dimension. In the
following sections we explain in detail each one of these di-
mensions. In section 8 we show how these dimensions are
combined to obtain a single value for the reputation.

Although reputations also have a temporal aspect (the
reputation value of an agent varies along time), we will omit
the reference to time in the notation in order to make it
more readable. We will refer to the agent that is calculating
a reputation as a (what we call the “source agent”) and the
agent that is the object of this calculation as b (what we call
the “target agent”).

5. INDIVIDUAL DIMENSION

We define the outcome of a dialogue between two agents
as:

e An initial contract to take a particular course of action
and the actual result of the actions taken.

e An initial contract to fix the terms and conditions of
a transaction and the actual values of the terms of the
transaction.

An outcome is represented as a tuple of the form o =
(a,b,1,X° X,t) where a and b are the agents implied in
the contract, I a set of indexes that identify the issues of
the contract, X¢ and X two vectors with the agreed values
of the contract and the actual values after its fulfillment
respectively, and ¢ the time when the contract was signed.
We use a subindex ¢ € [ to refer to the specific value of
issue ¢ in vectors X and X. For instance, in the example
we have I = {Price, Delivery_Date, Quality}. If we want
to make reference to the Price value in the vector X¢ we
use the notation Xp,.;..-



ODB is defined as the set of all possible outcomes.
ODB®*® C ODB is the set of outcomes that agent a has
signed with agent b. We define ODB‘{IZZ?_“ in} C ODB®*? as
the set of outcomes that have {i1, - ,i,} as issues in the
contract. For example, ODB‘{ll’fm.ce}
that has agent a from previous interactions with agent b and
that fix, at least, the value for the issue Price.

The individual dimension models the direct interaction
between two agents. The reputation that takes into account
this dimension is the most reliable. This is because it takes
into account all the peculiarities of the target agent. We
call outcome reputation (noted as Ragb(np) where ¢ is the

is the set of outcomes

reputation type) the reputation calculated directly from an
agent’s outcomes database.

The subset of issues of an outcome taken into account
to calculate a given reputation type ¢ is domain dependent.
We define a grounding relation (gr) as the relation that links
a reputation type ¢ with a list of issues. This set of issues
allows us to select the right subset of outcomes from the
general outcomes’ data base. Each issue is a tuple with the
form (I;, {+, —}, ;). The first parameter (I;) is a label that
identifies the issue. The second parameter ({+,—}) indi-
cates how an increment of the value of the issue affects the
reputation, that is, a + means that if the value of the issue
increases, the reputation also increases while a — means that
if the value of the issue increases, the reputation decreases.
Finally, the last parameter is the weight that that issue has
in the general calculation of the reputation.

As an example, the grounding relation for a seller in our
scenario is defined in the following table:

© gr(y)
to_overcharge {(Price,+,1)}
to_deliver_late | {(Delivery_Date,+,1)}
quality _swindler {(Quality, —,1)}

Note that we only define the grounding relation for
the reputation types to_overcharge, to_deliverlate and
quality_swindler. The reputation type swindler is a com-
plex reputation type calculated from more basic reputations
as we will see in section 7.

To calculate an outcome reputation we use a weighted
mean of the outcomes evaluation, giving more relevance to
recent outcomes.’

R o, (v) = > ) p(t, t:) - Imp(os, gr(p))
0,€0DBY" |
with p(¢,t;) = F(ti:t) where ¢ is the actual

F(tj.t)
)

o; EODB;;*G
time and f(t;,t) is a time dependent function that gives
higher values to values closer to t. A simple example of
this type of function is f(t;,t) = %’ Imp(os, gr(e)) is
the evaluation of the outcome o; taking into account the
actual values of a concrete set of issues, those associated
with ¢ by the relation gr. The evaluation of an outcome
o= (a,b,I,X° X,t)is defined as a funtion of the difference
between the utility of the contract and the utility of the
fulfillment of that contract:

Imp(o, gr(¢)) = g(V(X?) = V(X))

!There are many psychological studies that support recency
as a determinant factor [11].

where V(X¢) is the utility function over the vector of val-
ues X¢ and X? is a vector build using the following formula:

X5 — X; ifiegr(p)
t | X{  otherwise

In other words, we obtain this vector from the X vector
replacing the values specified in the index gr(y) by the val-
ues in the same position in vector X. Finally, g is a function
that models the behaviour of the agent according to the de-
gree of deception or reward obtained after the analysis of
the outcome. An appropiate function is:

g(x) = sin(Z )
2
Using this function, an agent penalizes a deception in the
fulfillment of a contract by giving values near —1 when
V(X?®) < V(X°) and values near 1 when V(X?®) > V(X°).

Besides the reputation value, it is important to know how
reliable is it. There are many elements that can be taken
into account to calculate how reliable an outcome reputation
is but we will focus on two of them: the number of outcomes
used to calculate the reputation value and the variability of
their rating values. This approach is similar to that used in
the Sporas system [18].

The intuition behind the number of outcomes factor
(noted as No) is that an isolated experience (or a few of
them) is not enough to make a correct judgement about
somebody. You need certain amount of experiences before
you can say how an agent is. As the number of outcomes
grows, the reliability degree increases until it reaches a max-
imum value, what we call the intimate level of interactions
(itm from now on). From a social point of view, this stage
is what we know as a close relation. More experiences will
not increase the reliability of our opinion from then on. The
next simple function is the one we use to model this:

2-1tm

x|ODB%? ||
sin [ ———grle) |ODB*? || < itm
) = gr(e)

a,b
No(ODBSY |

1 otherwise

We believe that the itm value is domain dependent: it
depends on the interaction frequency of the individuals in
that society.

The outcome reputation deviation (noted as Dt) is the
other factor that our system takes into account to determine
the reliability of an outcome reputation. The greater the
variability in the rating values the more volatile will the
other agent be in the fulfillment of their agreements. To
have a measure of this variability we take into account the
impact on the expected utility of the actual execution of the
contracts.

We calculate the outcome reputation deviation as:

gr(p) (@)

DYODBLY ) =Y p(t,t:) - [Imp(oi,gr(#)) = R o,
(o2

Where o; € ODBZ;ZEW' This value goes from 0 to 1. A
deviation value near 1 indicates a high variability in the
rating values (that is, a low credibility of the reputation
value from the outcome reputation deviation point of view)
while a value close to 0 indicates a low variability (that is,

a high credibility of the reputation value).



Finally, we define the reliability of an outcome reputa-
tion as a convex combination of the function No and the
outcomes evaluation rating deviation Dt.

RL o (p)=(1-p)- No(ODB )+ p- (1= DY{ODBLY 1))

6. SOCIAL DIMENSION

Although direct interaction is the most reliable source of
information, unfortunately it is not always available. Not
only because the agent can be a newcomer to a society but
also because the society can be very large. Therefore, when
the interactions with another agent are scarce it is not pos-
sible to assign it a reputation based just on direct experi-
ences. It is in these situations when the social dimension of
an agent may help by using information coming from other
agents. In the Regret system we use three types of social
reputation depending on the information source:

Witness Reputation. Based on the information about
the target agent coming from other agents. We note this
reputation as: Ravlb(np)

Neighbourhood Reputation. Uses the social environ-
ment of the target agent, that is, the neighbours of the target
agent and their relations with it. Noted as: Ry b(np)

System Reputation. It is a default reputation value
based on the role played by the target agent. Noted as:

Ra S ()

Each one of these reputations requires a different degree
of knowledge of the agent society and the target agent. The
System Reputation is the easiest to calculate. We are as-
suming that the role an agent is playing is always “visible”
information that is available to all the agents in the society.
However, the role alone does not convey enough information
to compute a reputation on all imaginable aspects. Also, the
reliability of this type of reputation tends to be low because
it doesn’t take into account the peculiarities of the indi-
vidual and its environment. This is the kind of reputation
that an agent can use when it is a newcomer and there is
an important lack of interaction with the other agents in
the society. The Witness Reputation and the Neighbour-
hood Reputation, on the other hand, demand from the agent
a moderate to hard knowledge of the social relations in the
agent community.

Sociologically speaking, this division is far to be com-
plete. However, we consider that with these three types we
maintain a good compromise between the complexity of the
model and the requirements that an agent can have in an e-
commerce environment. We explain below how to calculate
these reputation values.

6.1 Witnessreputation

Beliefs about the reputation of others can be shared and
communicated by the members of a society. The reputation
that an agent builds on another agent based on the beliefs
gathered from society members (witnesses) is what we call
witness reputation. In an ideal world, with only homoge-
neous and trusted agents, this information is as relevant as
the direct information. However, in the kind of scenarios we
are considering, it may happen that:

The information is false. Either because the other
agents are trying to lie or because the information they own
is not accurate, an agent has to be prepared to deal with
false information.

Agents hide information. An agent cannot assume
that the information is complete.

Besides that, the information that comes from other
agents can be correlated (what is called the correlated ev-
idence problem [13]). This happens when the opinions of
different witnesses are based on the same event(s) or when
there is a considerable amount of shared information that
tends to unify the witnesses’ way of “thinking”. In both
cases, the trust on the information shouldn’t be as high as
the number of similar opinions may suggest. Because the
event(s) that have generated the opinions for each agent may
be hidden, the agent cannot identify directly which agents
are correlated. Schillo et. al [15] propose a method based on
the analysis of “lying” as a stochastic process to implicitly
reconstruct witness observations in order to alleviate this
problem. We take a different approach based on the so-
cial relations between agents. Analysing these relations, an
agent can obtain useful information to minimize the effects
of the correlated evidence problem.

We assume that the information to be exchanged between
agents is a tuple where the first element is the reputation
value of the target agent from the point of view of the wit-
ness, and the second element is a value that reflects how con-
fident the witness is about the reputation value. As we said
before, the witness can give wrong values or simply can de-
cide not to give its opinion even if he has enough information
to do so. We will note the tuple as (Rc—u(¢), RLe—b()),
where c is the agent giving the information to a.

6.1.1 ldentifying the witnesses

The first step to calculate a witness reputation is to iden-
tify the set of witnesses (W). The initial set of potential
witnesses might be the set of all agents that have interacted
with the target agent in the past. In the example, the ini-
tial set is composed by all the agents that had had a trade
relation with the target (it seems logical to think that the
best witnesses about the commercial behaviour of the tar-
get agent are those agents that had a trade relation with it
before). This set, however, can be very big and its members
probably suffer from the correlated evidence problem.

We take the stance that grouping agents with frequent
interactions among them and considering each one of these
groups as a single source of reputation values minimizes the
correlated evidence problem. Moreover, assuming that ask-
ing for information has a cost, it has no sense to ask the
same thing to agents that we expect will give us more or
less the same information. Grouping agents and asking for
information to the most representative agent within each
group reduces the number of queries to be done. A domain
dependent sociogram is what Regret uses to build these
groups and to decide who is their most representative agent
(in our example the sociogram of the cooperative relation).

There are many heuristics that can be used to find groups
and to select the best agent to ask. In the Regret system
we use a heuristic based on the work by Hage and Harary [9].
Taking the subset of the selected sociogram over the agents
that had had interactions with the target agent as the initial
graph, the heuristic that Regret follows is:

1. To identify the components of the graph. A component
is defined as a maximally connected subgraph.

2. To find the set of cut-points (C'P) for each component.
A cut-point is a node whose removal would increase the



components

CP = {b,d}
LCP = {h}
W = {b,d,h}

Figure 1: Witness selection within Regret.

number of components by dividing the sub-graph into
two or more separate sub-graphs among which there
are no connections. A cut-point can be seen from a so-
ciological point of view as indicating some kind of local
centrality. Cut-points are pivotal points of articulation
between the agents that make up a component [16].

3. For each component that does not have cut-points, to
choose as a representative for that component the node
with the larger degree. If there is more than one node
with the maximum degree, choose one randomly. This
point is called a central point. The degree can be re-
garded also as a measure of local centrality [16]. We
refer to this set of nodes as LCP.

4. The set of selected nodes is the union between the
set of cut-points and the set of LC'P. That is, W =
CPULCP.

Figure 1 shows an example of the application of the heuris-
tic. At this point, the agent has to ask for information to
all the agents in the so calculated set of witnesses W.

6.1.2 Whocan| trust?

Once the information is gathered we obtain
{{Ru,—5(#), RLuw, () | wi € W C W}

where W’ is the subset of agents that answered a’s query.
The next step is to aggregate these values to obtain a single
value for the Witness Reputation. However, as we said be-
fore, it is possible that this information be false so the agent
has to be careful to give the right degree of importance and
reliability to each piece of information. The degree of impor-
tance relies on the trust that each witness has. The system
uses two different methods to calculate this trust: social
trust and outcome trust reputation.

We define socialTrust(a,w;,b) as the trust degree that
agent a assigns to w; when w; is giving information about
b and taking into account the social relations among a, w;
and b.

Regret uses fuzzy rules [19] to determine how a social
structure provides a reliability degree on the information
coming from a given agent in that structure. The antecedent
of each rule is the type and degree of a social relation and
the consequent is the reliability of the information from the
point of view of that social relation. In our scenario, a pos-
sible rule would be:
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Figure 2: Relevant social structures in the example.
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Figure 3: Intensity of a social relation.

IF coop(w;, b) is high
THEN socialTrust(a, w;, b) is very_bad

that is, if the level of cooperation between w; and b is high
then the trust from the point of view of a on the informa-
tion coming from w; related to b is very bad. The heuristic
behind this rule is that a cooperative relation implies some
degree of complicity between the agents that share this re-
lation so the information coming from one about the other
is probably biased.

From the set of social relations in our scenario, only the
cooperative relation and the competitive relation are rele-
vant to calculate a measure of reliability. Which relations
are relevant to calculate the reliability depend on the mean-
ing that each relation has in the specific agent society. In
our scenario, for instance, a trade relation cannot cast any
light on the reliability of an agent from the point of view
of social analysis. In other societies, however, this could be
the other way around.

Hence, together with the “no relation” possibility and
with the fact that the most relevant links are between the
witness and the agent and the witness and the target, there
are 9 social structures to be considered as shown in Figure 2.

Figure 3 contains the fuzzy set values -defined over the in-
tensity label on the arcs in the sociogram- for the variables
coop(wi, a), coop(w;,b), comp(w;, a), and comp(w;, b), sim-
ilarly we can define the fuzzy set values for the variable
socialTrust(a, w;, b). Although at this moment the kind of
influence of each social structure is static and based in hu-
man common sense, we plan to improve the system with a
rule learning mechanism.

A second way to calculate the degree of trust of an agent
is using the outcome trust reputation of the ‘trust’ that other
agent deserves, that is, Ragb(trust). The outcome trust rep-

utation is calculated like any other outcome reputation (see
section 5). In our running example the grounding relation



for this reputation type could be:

@ gr ()
trust | {(Price, —,0.3), (Quality, +,0.4),
(Delivery_Date,—,0.3)}

That is, an agent that respects the price, the quality and
the delivery date of a contract is a trusty agent. We could
also take the informations coming from a witness into ac-
count as well as how accurate are these informations. This
could become the set of outcomes used to calculate the out-
come trust reputation for that witness.

The trust values calculated using an outcome trust repu-
tation are more useful than those based on social relations
(socialTrust) because an outcome trust reputation is based
on the individual experiences and thus takes into account
its particularities while the analysis of social structures rely
on global expected behaviours. However, in those situa-
tions where there is not enough information to calculate a
reliable outcome trust reputation, the analysis of social re-
lations can be a good solution. Usually, social relations are
easier to obtain than a set of outcomes (necessary to cal-
culate an outcome trust reputation) especially if the agent
has just arrived to a new scenario. Given that, we define a’s
trust degree for an agent w; when it is giving information
about b as:

trust(a,w;,b) = RL o (trust)-R o (trust)+
a—w;

a—=w;

(1—RL o (trust))-socialTrust(a,w;,b)
a—w;

That is, the agent uses the trust reputation based on di-
rect interactions if it is reliable, if not, it uses the social
trust.

Now we have all the necessary tools to calculate the wit-
ness reputation and its reliability considering that the infor-
mation coming from the witnesses can be false. The formu-
lae we propose to calculate these values are:

R (@)= 3 ot Ry _u(e)
w; EW/

RL w () = E w®i® . min(trust(a, w;, b), RLy, —b(0))
a—b i
w; EW/

trust(a,w;,b)
ij cw trust(a,w;,b)

These formulae require some explanations. To calculate
the witness reputation the agent uses the normalized trust
of the witness to weight each opinion in the final value. For
the calculation of the reliability, we want that in the final
value, the contribution of each individual reliability be in the
same proportion that its related reputation. Therefore, the
agent uses the same weights in the reliability formula as in
the reputation formula. Finally to calculate the reliability
of an individual reputation, the agent uses the minimum
between the trust of the witness that sent the reputation
and the reliability that the witness himself gives to that
reputation. We use this method to model the idea that if
the witness is a trusty agent, then we can use his/her own
measure of reliability for the reputation, if not, we cannot
rely on his/her information and we have to calculate our
own measure of trustworthiness for that reputation based
on the outcomes and the social relations of that witness.

where w®i® =

6.2 Neighbourhood reputation

The reputations of the individuals that are in the neigh-
bourhood of the target agent and their relation with him are
the elements used to calculate what we call the Neighbour-
hood Reputation. Neighbourhood in a MAS is not related
with the physical location of the agents but with the links
created through interaction. The main idea is that the be-
haviour of these neighbours and the kind of relation they
have with the target agent can give some clues about its
possible behaviour. The set of neighbours of an agent b is
noted as Ny = {ni,n2, - ,nn}.

To calculate a Neighbourhood Reputation we use fuzzy
rules as well. These rules, that are domain dependent, re-
late the outcome reputation of a target’s neighbour and the
social relation they have, with a reputation of the target
agent.

The application of these rules generates a set of individual
neighbourhood reputations noted as Ra@;b(np). For instance,
using again our running example, one rule could be:

IF Rq_.n,; (swindler) is X AND coop(b,n;) > low
THEN Raﬁb(swindler) is X

IF RLq_.n, (swindler) is X’ AND coop(b, n;) is Y’
THEN RLaEb(swindler) is T(X", Y?)

In other words, we are saying that if the neighbour of the
target agent is a swindler and there is a relation of coopera-
tion between the target and this neighbour, then the target
is also (assummed to be) a swindler. Finally table 1 shows
a possible set of values for function 7'.

X’ Y’ 1 m h
vl vl vl vl

1 vl vl 1

m vl 1 m

h 1 m h
vh m h vh

Table 1: Function T used in reliability rules.

The general formulae we use to calculate a neighbourhood
reputation and its reliability are:

(@)= > W R (9)

aﬁb
n; ENy
— n;b )
RL n,(9)= D w"’ RL n (¢)
n; ENy
b RLa"Jb(w

where W"’ = «——a=b
aner RL n g (»)

a—=b
In this case we are using the reliability of each individual
neighbourhood reputation to weight the contribution to the
final result, both for the reputation and for the reliability.

6.3 System reputation

The idea behind System reputations is to use the com-
mon knowledge about institutional structures and the role
that the agent is playing for that institutional structure as
a mechanism to assign default reputations to the agents.
An institutional structure is a social structure the members
of which have one or several observable features that un-
ambiguously identify them as members of that social struc-
ture. The fact that there are observable features to iden-
tify its members is what differentiates an institutional struc-
ture from other social structures. Examples of institutional



structures in human societies are the police, a company, a
club, or a family. We assume that the role that an agent
is playing and the institutional structure it belongs to is
something “visible” and trustworthy for each agent.

Each time an agent performs an action we consider that
it is playing a single role within the institutional structure.
An agent can play the role of buyer and seller but when it is
selling a product only the role of seller is relevant. Although
we can think up some situations where an agent can play two
or more different roles at a time, we consider that there is
always a predominant role so the others can be disregarded.

In Regret the reputations associated to each role within
an institutional structure are domain dependent and part of
the initial knowledge of the agent. The value for these rep-
utations can be different depending on which institutional
structure the agent belongs to. This models the idea that
groups (in our case institutional structures) influence the
point of view of their members [11]. Another important
point is that an institutional structure does not always as-
sociate a reputation value to each contract issue.

System reputations are calculated using a table for each
institutional structure where the rows are the possible roles,
and the columns the reputation types that cannot be subdi-
vided in more specialized reputation types (see section 7).

Table 2 shows an example of system reputations for agents
that belong to company B from the point of view of an agent
of company A. As you notice, in this case the opinion of
company A towards agents in company B is not very good.

defaulter to_overcharge to_deliver_late quality_swindler
seller 0.7 -

buyer - 0.5 0.9 0.7

Table 2: Example of system reputations.

Using a similar table we would define the reliability for
these reputations.

System reputations are noted as Raib(cp) and its relia-
bility as RLaﬁb(np). Hence, for example, using the table
defined above, we have that Ragb(defaulter) = 0.7 where
b is a seller that belongs to company B. Given that this
is a default value for reputation used when other informa-
tion sources are missing, the reliability has to be necessarily
moderately low.

7. ONTOLOGICAL DIMENSION

Along the individual and social dimensions, reputation is
always linked to a single behavioural aspect (a contract is-
sue). With the ontological dimension we add the possibility
of combining reputations on different aspects to calculate
complex reputations. To represent the ontological dimen-
sion we use graph structures. Figure 4 shows an ontological
dimension for a seller in the running example. In this case,
the reputation of being a swindler is related with the reputa-
tion of overcharging prices and the reputation of delivering
products with less quality than specified in the contracts.
For the owner of this ontological structure, the delivery date
is something that is not relevant to be considered a swindler.

Hence, to calculate a given reputation taking into ac-
count the ontological dimension, an agent has to calculate
the reputation of each of the related aspects that, in turn,
can be the node of another subgraph with other associated
aspects. The reputation of those nodes that are related

swindler

0.6 0.4

[ to_deliver late | [ to_overcharge | [ quality swindler |

Figure 4: Ontological structure for a seller.

with an atomic aspect of the behaviour (in the example:
to_deliver_late, to_overcharge and quality_swindler), are cal-
culated using the individual and social dimensions. The
reputation of an internal node 1 in an ontological graph is
computed as follows (the computation of leaves remains as
presented before):

Raﬁb(ﬁa) = Z

Yechildren(p)

RLaﬁb(Sa) = Z

P Echildren(yp)

W) * Raﬁb W)

W)y * RLaﬁb W)

For instance, using the ontological structure in figure 4
we can calculate the reputation of b as a swindler from a’s
perspective using the formula:

Ry_p(swindler) = 0.6 R,_(to-overcharge) +
0.4 - Ry—p(quality_swindler)

Note that the importance (w,y) of each aspect is agent
dependent and not necessarily static. The agent can change
these values according to its mental state.

8. PUTTING IT ALL TOGETHER: THE
REGRET SYSTEM.

The Regret system is an experimentation tool where the
reputation of the participating agents is modeled taking into
account all the aspects mentioned in this paper. In particu-
lar it defines a reputation measure (and its reliability) that
takes into account the individual dimension, the social di-
mension and the ontological dimension as:

Z &i 'Ragb(@)

i€{O,W,N,S}

if ¢ is a leaf

Raﬁ =
2 Wey - Ra—p(1) Otherwise
Yechildren(p)
Z & - RL b(go) if ¢ is a leaf
ic{O,W,N,S
RLo_p(p) = 4§ 't ’

Wey - RLg_p(¢)  Otherwise
Y Echildren(p)

As we have argued, the most reliable reputation is the
outcome reputation followed by the witness and the neigh-
bourhood reputations and finally by the system reputation.
Therefore, we want the agent to give more relevance to the
outcome reputation in detriment of the others. If the out-
come reputation has a low degree of reliability (for instance
because the agent does not have enough information) then
the agent will try to use the witness and the neighbourhood
reputations. Finally, if its knowledge of the social relation-
ships is short, the agent will try to use the system reputa-
tion. Given that, the factors {&1,&w,&n,Es} in the general
formulae are:



& = RL o, (¥)

§w = RL w, (9) (1-¢&1)/2
v = RL y (¢)-(1-£&1)/2
€& = 1—(& +&w +¢&n)

9. RELATED WORK

The idea of using the opinion of other agents to build a
reputation is not new. The work of Michael Schillo, Petra
Funk and Michael Rovatsos [15] and the work of Bin Yu and
Munindar P. Singh [17] are good examples of this. In both
cases they use a trust-net for weighting the other agents’
opinions. Our structure to calculate the witness reputation
can be considered also a trust-net. In our case, however,
besides the previous experiences with the witnesses we also
consider the information about the agents’ social relations.

The model proposed by Yu and Singh [17] merges infor-
mation that comes from agents that have good reputation.
Schillo et al [15] consider that the same agents that can
provide you with information are also competing with you.
Although agents are assumed to never lie, they can hide in-
formation or bias it to favour their goals. We go one step
further and consider that the agents can also lie.

In electronic marketplaces, the reputation that a user has
is the result of aggregating all the experiences of the other
users that interacted with him/her in the past. Amazon
Auctions [1] and eBay [2] for instance, are online auction
houses where users buy and sell goods. Each time a new
transaction is finished, the buyer rates the seller. These rat-
ings are used to build the reputation of a seller. Sporas
[18] is an evolved version of this kind of reputation models.
Sporas introduces the notion of reliability of the reputation
and is more robust to changes in the behaviour of a user
than reputation systems like Amazon Auctions, based on
the average of all the ratings given to the user. In all these
systems each user has a global reputation shared by all the
observers instead of having a reputation biased by each ob-
server. Histos [18], also oriented to electronic commerce, is
a more personalized reputation system where reputation de-
pends on who makes the query, and how that person rated
other users in the online community.

Finally, we would like to stress that unlike Regret, all
the previous models consider reputation as a single concept
instead of a multi-facet concept.

10. CONCLUSIONSAND FUTURE WORK

In this paper we have presented how social network anal-
ysis can be used in a reputation system that takes into ac-
count the social dimension of reputation. The system has
also a hierarchical ontology structure that allows to consider
several types of reputation at the same time. The combina-
tion of complementary methods that use different aspects of
the interaction and social relations, allows the agent to cal-
culate reputation values at different stages of its knowledge
of the society.

The use of the social network analysis techniques as part
of a reputation system opens a new field for experimenta-
tion. Our first objective is to validate the system in a real-
istic e-commerce environment where social relations are an
important factor. To be able to exploit all the capabilities

of the Regret system we need environments more sophis-
ticated than the actual e-markets like Amazon Auctions or
eBay. We are working in several tools that allow the speci-
fication and implementation of these kind of e-markets.
Once you introduce the social dimension in reputation
systems and the agents start to take into account social re-
lations, it becomes more and more important to consider not
only which is the reputation of the other agents, but what
can an agent do to get and maintain a good reputation. Us-
ing the Regret system, we want to study reputations from
this new perspective. Finally, it is important to study mech-
anisms that allow agents to build and maintain sociograms.
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