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Abstract

Combinatorial Optimization is a specific type of mathematical optimization where variables’ domain is discrete. This kind of optimization problems have an enormous applicability due to its ability to optimize over unitary and non-divisible objects. Beyond generic algorithms, the research community is very active proposing algorithms able to tackle specific combinatorial optimization problems.

The goal of this thesis is to investigate how to widen the applicability of Combinatorial Optimization algorithms that exploit the structure of the problems to solve. We do so from a computer’s hardware perspective, pursuing the full exploitation of computational resources offered by today’s hardware.

For the sake of generality we work on three different problems. First we tackle the Coalition Structure Generation Problem (CSGP). We find that the state-of-the-art algorithm is IDP. We propose an optimized and parallel algorithm able to solve the CSGP. We reach this by defining a novel method to perform the most critical operation –Splitting– as well as by defining a novel method to divide the algorithm’s operation in threads.

Then, we study the Winner Determination Problem (WDP) for Combinatorial Auctions (CA), which is very related to the CSGP. We find that state-of-the-art solvers’ scalability is limited. More specifically we show how to improve results solving LP relaxations for the WDP in Large Scale Combinatorial Auctions by applying the $AD^3$ algorithm. Then we contribute with an optimized version of $AD^3$ which is also able to run in a shared-memory parallel scenario.

Finally we study the application of $AD^3$ to solve the LP relaxations of a more CPU demanding problem: The Side-Chain Prediction (SCP). We present an optimized way to solve the most critical operation which is solving a Quadratic Problem for an Arbitrary Factor.

In all the cases we propose optimized algorithms that are scalable in parallel and that improve significantly the state-of-the-art. Three orders of magnitude speedup on IDP, one order of magnitude speedup in $AD^3$.

The ultimate purpose of this work is to demonstrate how a hardware-aware algorithmic design can lead to significant speedups. We show strategies that are exportable to similar Combinatorial Optimization algorithms. Such strategies will help the algorithm designer to achieve more efficiency in modern CPUs.
L'optimització combinatòria és un tipus específic d’optimització matemàtica on el domini de les variables és discret. Aquest tipus de problems d’optimització tenen una gran aplicabilitat degut a la seva capacitat d’optimització sobre objectes unitaris i no divisibles. Més enllà dels algoritmes genèrics, la comunitat investigadora és molt activa proposant algorismes capaços d’abordar problemes d’optimització combinatòria per a problemes específics.

L’objectiu d’aquesta tesi és investigar com ampliar l’aplicabilitat d’algorismes d’optimització combinatoria que exploten l’estructura dels problemes a resoldre. Ho fem des de la perspectiva del maquinari d’una computadora, perseguint l’explotació total dels recursos computacionals que ofereix el maquinari actual.

Per assolir generalitat treballem amb tres problemes diferents. Primer abordem el problema de generació d’estructures de la coalició (CSGP). Trobem que l’algorisme d’última generació és IDP. Proposem un algorisme optimitzat i paral·lel capaç de resoldre el CSGP. Aconseguim això definint un nou mètode per dur a terme l’operació més crítica -Splitting-, així com definint un nou mètode per dividir l’operació de l’algorisme en els diferent subprocessos.

A continuació, estudiem el problema de determinació del guanyador (WDP) per a les subhastes combinades (CA). Trobem que l’escalabilitat dels solucionadors d’avantguarda és limitada. Més concretament, mostrem com millorar la resolució de resultats de relaxació LP per al WDP en subhastes combinables de gran escala mitjançant l’aplicació de l’algorisme $AD^3$. A continuació, contribuím amb una versió optimitzada d’$AD^3$ que també es pot executar en un escenari paral·lel de memòria compartida.

Finalment, estudiem l’aplicació de $AD^3$ per resoldre les relaxacions LP d’un problema més exigent de la computacionalment: El problema de la predicció de cadenes laterals (SCP). Presentem una manera optimitzada de resoldre l’operació més crítica, la resol·lució d’un problema quadràtic per a un factor arbitrari.

En tots els casos proposem algorismes optimitzats que es poden escalar de forma paral·lela i que milloren notablement l’estat de la tècnica. Tres ordres de magnitud a IDP, i un ordre de magnitud a $AD^3$. 

iii
L'objectiu final d'aquest treball és demostrar com un disseny algorisme conscient de maquinari pot conduir a millores de rendiment significatives. Mostrem estratègies exportables a algorismes d’optimització combinatòria similars. Aquestes estratègies ajudaran al dissenyador d’algorismes a assolir més eficiència en les CPU modernes.
Resumen

La optimización combinatoria es un tipo específico de optimización donde el dominio de las variables es discreto. Este tipo de problemas de optimización tienen una gran aplicabilidad debido a su capacidad de optimización sobre objetos unitarios y no divisibles. Más allá de los algoritmos genéricos, la comunidad investigadora es muy activa proponiendo algoritmos capaces de abordar problemas de optimización combinatoria para problemas específicos.

El objetivo de esta tesis es investigar cómo ampliar la aplicabilidad de algoritmos de optimización combinatoria que explotan la estructura de los problemas a resolver. Lo hacemos desde la perspectiva del hardware de una computadora, persiguiendo la explotación total de los recursos computacionales que ofrece el hardware actual.

Para alcanzar generalidad trabajamos con tres problemas diferentes. Primero abordamos el problema de generación de estructuras de la coalición (CSGP). Encontramos que el algoritmo de última generación es IDP. Proponemos un algoritmo optimizado y paralelo capaz de resolver el CSGP. Conseguimos esto definiendo un nuevo método para llevar a cabo la operación más crítica -Splitting- , así como definiendo un nuevo método para dividir la operación del algoritmo en los diferentes subprocesos.

A continuación, estudiamos el problema de determinación del ganador (WDP) para las subastas combinatorias (CA). Encontramos que la escalabilidad de los solucionadores de vanguardia es limitada. Más concretamente, mostramos cómo mejorar la resolución de resultados de relajación LP para el WDP en subastas combinatorias de gran escala mediante la aplicación del algoritmo $AD^3$. A continuación, contribuimos con una versión optimizada de $AD^3$ que también se puede ejecutar en un escenario paralelo de memoria compartida.

Finalmente, estudiamos la aplicación de $AD^3$ para resolver las relajaciones LP de un problema más exigente de la computacionalmente: El problema de la predicción de cadenas laterales (SCP). Presentamos una manera optimizada de resolver la operación más crítica, la resolución de un problema cuadrático para un factor arbitrario.

En todos los casos proponemos algoritmos optimizados que se pueden escalar de forma paralela y que mejoran notablemente el estado de la técnica. Tres órdenes de magnitud en IDP, y un orden de magnitud en $AD^3$. 

v
El objetivo final de este trabajo es demostrar cómo un diseño algoritmo consciente de hardware puede conducir a mejoras de rendimiento significativas. Mostramos estrategias exportables a algoritmos de optimización combinatoria similares. Estas estrategias ayudarán al diseñador de algoritmos lograr más eficiencia en las CPU modernas.
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Chapter 1

Introduction

*Combinatorial Optimization* is a specific type of mathematical optimization where variables’ domain is discrete. This kind of optimization problems have an enormous applicability due to its ability to optimize over unitary and non-divisible objects. Hence, they help to model many real world problems involving resources like people, tools, time-slots, etc. [Paschos, 2013]. However, *Combinatorial Optimization* problems are typically hard to solve [Ausiello et al., 2012]. Their complexity is commonly $\mathcal{NP}$-hard and $\mathcal{NP}$-complete, hence being computationally very expensive, specially when many variables are involved.

The standard method used for solving *Combinatorial Optimization* problems is *Integer Programming* (IP). Modern IP solvers are a “swiss knife” for *Combinatorial Optimization* problems. The most powerful solvers are commercial products such as IBM ILOG CPLEX Optimization Studio [Ibm, 2011] and GUROBI [Optimization, 2017]. Although there are also open source alternatives such as SCIP [Achterberg, 2009] or GLPK [Makhorin, 2000], commercial solvers are one step ahead of Open Source alternatives in terms of performance.

Beyond generic algorithms, the research community is very active proposing algorithms able to tackle specific *Combinatorial Optimization* problems. Examples of these approaches are classical problems like the traveling salesman problem, set bin packing or knapsack problems. These and other problems are discussed in [Bernhard and Vygen, 2008]. It is well-known that specific algorithms are able to exploit the structure of targeted problems and thanks to that, they are able to outperform generic algorithms.

The goal of this thesis is to investigate how to widen the applicability of *Combinatorial Optimization* algorithms that exploit the structure of the problems to solve. We do so from a computer’s hardware perspective, pursuing the full exploitation of computational resources offered by today’s hardware.

In this chapter we first introduce our motivation in section 1.1, then in section 1.2 we present a brief description of the problems that we target. Next, in section 1.3 we expose the challenges pursued in this work, and thereafter in section 1.4 we present our contributions. Finally, in section 1.5 we outline the structure of this dissertation.
1.1 Motivation

During the last decades, computers’ computational capacities have enormously increased. This is mainly due to both the increment of processor clock frequencies, and the ability to integrate more transistors in a single chip. With more transistors, chip designers have exploited the possibility of implementing new strategies to increase processors’ performance. Examples of these strategies are vectorized instructions, out-of-order execution or branch prediction.

In state-of-the-art research in artificial intelligence, and more specifically in \textit{Combinatorial Optimization}, we find algorithmic proposals and implementations that exhibit a low exploitation of computational resources. This is particularly paradoxical when considering computationally-intensive algorithms whose running times are critical. The observed infra-utilization of resources is mainly due to a gap between programmer and hardware. We distinguish four factors conditioning this relationship:

- \textbf{Complex Hardware}. Hardware research has considerably advanced, giving rise to much more powerful yet complex computational architectures. Modern processors have been designed considering hardware techniques that improve the average program execution performance. For instance: nowadays we count on computer systems with a hierarchical heterogeneous memory system; systems with more than one processing unit; processors able to multiplex threads; also able to run instructions that run in parallel with the same core; among many other features. We argue that \textit{achieving the maximum performance of a computer requires a precise understanding of its architecture}.

- \textbf{Increase of abstraction in programming languages}. At the same time, programming languages have also changed. Nowadays there are high-level languages that give programmers a higher degree of abstraction, thus facilitating rapid development. However, such benefits in terms of ease of development come at the price of losing control over the code that a machine actually runs.

- \textbf{Difficulty to grasp the parallel paradigm}. Parallel computers are a reality. The trend in computer’s architecture is to include more computational units inside of the same chip [Sutter, 2005]. However, parallel programming follows a different paradigm than sequential programming. Moreover, current programming languages offer a very narrow support for parallel algorithms, hence hindering their exploitation by developers.

- \textbf{Outdated conceptual model}. Finally, algorithm designers use a conceptual machine model that has not changed for decades. However, as mentioned above, hardware has significantly changed in terms of complexity and capability of hosting parallelism. Common knowledge traditionally shared by developers time ago (e.g. “all instructions take approximately
the same time” or “all memory accesses have the same cost”) are no longer true. Most often development occurs in an architecturally-neutral manner, namely disregarding the full potential offered by the new conceptual model offered by modern computer architectures.

Against this background, in this thesis we propose to learn the architecturally-dependent algorithmic strategies that increase the performance of a particular family of algorithms: Combinatorial Optimization algorithms that exploit the structure of the problems to solve. Such strategies are to be founded on a better exploitation of hardware resources. Examples of such architecturally-dependent strategies are: data-oriented mechanisms for reducing memory footprint, the design of data structures that can be more efficiently accessed, or the design of a thread scheduling approach that maximizes the benefit of parallel resources.

1.2 Selected Problems

In this section we describe the Combinatorial Optimization problems that are the focus of our study throughout this thesis. For the sake of generalization of results, we analyze representative problems that vary in:

- size, from small problems (with low number of variables) that can be solved optimally to large problems (with a large number of variables) that can be only approximated;
- type of constraints composing a problem, being these either linear or declarative (able to implement first-order logic functions); and
- objective function, where the target of the algorithm will be to find either exact solutions or approximate ones.

Moreover, since the Combinatorial Optimization has applications in many fields, we choose Combinatorial Optimization algorithms from different domains (coalition formation, auctions and biology) with the aim of reaching results with a wide range of applicability.

In what follows, we characterize the structural features of the different problems selected in this thesis:

- **Coalition Structure Generation.** We first target a scenario where the Combinatorial Optimization problem has a low number of variables but a large density of restrictions. To this end, we work on those problems where there exists a constraint for every possible combination of variables.

  This problem has few decision variables subject to a large number of linear constraints.

- **Winner Determination Problem in Combinatorial Auctions.** We also study the case where the number of variables is larger than in
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the Coalition Structure Generation and the restrictions are structured according to known distributions. This distributions can be artificial or represent actual-world problems such as logistics or planning. We do such study facing the Winner Determination Problem (WDP) in Combinatorial Auctions (CA).

This problem has a large number of decision variables subject to a set of linear constraints.

- **Side-Chain Prediction.** Finally we will look at an industrial case where the number of variables is large and the restrictions are more expressive, implementing non-linear functions that can be characterized by declarative constraints: The Side-Chain Prediction (SCP) problem.

This problem has a large number of decision variables subject to a set of declarative constraints.

Table 1.1 presents a summary of the qualitative features of the problems studied in this thesis. Table 1.1 shows that our selected problems allow us to cover a wide spectrum of problem structures in terms of size, type of constraints, and optimality.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Scale</th>
<th>Constraints</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSG</td>
<td>small</td>
<td>linear</td>
<td>optimal</td>
</tr>
<tr>
<td>WDP</td>
<td>medium-large</td>
<td>linear</td>
<td>approximate</td>
</tr>
<tr>
<td>SCP</td>
<td>large</td>
<td>declarative</td>
<td>approximate</td>
</tr>
</tbody>
</table>

Table 1.1: Qualitative features of the selected problems studied in this thesis

Coalition Structure Generation

In the multi-agent systems area [Wooldridge, 2009], coalition formation is one of the central types of collaboration. It involves the creation of typically disjoint groups of autonomous agents that collaborate in order to satisfy their individual or collective goals. One of the major research challenges in the field is the search for an effective set of coalitions that maximizes the global utility [Shehory and Kraus, 1998] of the agents.

According to [Sandholm and Lesser, 1997], the coalition formation process is divided into three activities.

- Coalition Structure Generation (CSG);
- solving the optimization problem of each coalition; and
1.2. SELECTED PROBLEMS

- dividing the value of the generated solution among agents.

We focus on the first of these activities, namely Coalition Structure Generation, which is a particular type of Combinatorial Optimization problem. The Coalition Structure Generation problem considers a set of agents \( A = \{a_1, a_2, \ldots, a_n\} \) such that every possible association between them has some revenue (or score). The objective is to find the set of associations (coalitions) with the largest aggregated revenue.

This is an interesting topic faced from different perspectives as summarized in a recent survey [Rahwan et al., 2015]. Our goal is to face problems where all the possible association between agents are defined and coalitional values do not follow any particular distribution. This is the hardest problem type in CSG, as shown by the low performance achieved by the state of the art. Indeed, IDP [Rahwan and Jennings, 2008b], a state-of-the dynamic programming algorithm takes around 2 months of running time to obtain a solution for a problem with only 27 agents, as reported in [Rahwan et al., 2009].

Winner Determination for Combinatorial Auctions

A combinatorial auction [Rothkopf et al., 1998] is a type of market mechanism where there is only one seller (auctioneer) and many participants (bidders). The auctioneer has a finite set of different objects to sell. The participants can place bids for single items or combinations of items. A combinatorial bid for a set of items \( I \) at a given price \( p \) indicates that the bidder is willing to pay \( p \) when provided with all the items in \( I \). Thus, a bidder bids for all the items in \( I \) as a whole. There is a bidding phase during which all participants place their combinatorial bids. The winner determination problem is that of determining the combination of bids that maximizes the auctioneer’s revenue.

In [Leyton-Brown et al., 2009], the authors observe that small and medium-sized problems (with dozens and hundreds of variables) are well addressed by Mixed Integer Programming (MIP) solvers. They also empirically determine the hardness of different known distributions. However, although there are application domains that claim to be large-scale, namely involving thousands and even millions of bids, current results indicate that the scale of winner determination problems for CAs that can be optimally solved is small [Leyton-Brown et al., 2009, Ramchurn et al., 2009]. For instance, CPLEX (a state-of-the-art commercial solver) requires a median of around 3 hours to solve the integer linear program encoding the Winner Determination Problem (WDP) of a hard distribution instance of a CA with only 1000 bids and 256 goods. This fact seriously hinders the practical applicability of current solvers to large-scale CAs.

Side-Chain Prediction

Proteins are macromolecules that play a fundamental role in every living being. In general terms, a protein is a large chain of 20 possible amino-acids sharing
the same structure: an amine ($-NH_2$) and a carboxyl ($-COOH$) functional groups along with a radical (or side-chain) specific to each amino-acid. A side-chain can take different configurations, each one being defined by a collection of angles. Side-chains have some preferred or stable configuration.

Amino-acids can catenate themselves in a linear structure. The angle formed between two amino-acids on each link will mostly depend of the side-chain configurations of the two amino-acids. However, not only the neighbor amino-acids occur in a particular link. Other sections of the protein that are close in the space also have their influence in the tridimensional composition. All in all, the sequence of amino-acids, together with their side-chain configuration determine both the structure of the protein and its properties.

An important research topic in biology is protein design [Krivov et al., 2009]. One approach is to first develop a 3D model of a protein that satisfies a particular function to subsequently compute the amino-acid sequence of the protein given its tridimensional structure. This is known as Side-Chain Prediction.

Side-Chain Prediction is a complex problem. It requires the model of the physics happening at molecular level, the computation of the energy needed by every possible side-chain using Van der Waals forces, the use of a library of stable configurations and the execution of a combinatorial optimization algorithm. The Combinatorial Optimization phase is the most time-consuming. Its input is an optimization problem with a variable for every radical position. Every variable has associated a list of candidate side-chains, each one with its energetic cost. The objective is to minimize the amount of molecular energy needed to conform a protein. The expected result is the assignment of side-chains to variables so that the overall energetic cost is minimized.

Key features of the Combinatorial Optimization problem are:

- **Length.** As many variables as amino-acids counts on. Therefore, the problem size is inherently big since proteins are built by chaining hundreds or thousands of amino-acids.
- **Fixed arity.** By the modelization method constraints are always pairwise.
- **Declarative constraints.** Constraints are declarative, hence they can’t be approached using a linear optimization method.

### 1.3 Challenges

In this dissertation, we aim at improving the performance of representative state-of-the-art Combinatorial Optimization algorithms through the better exploitation of hardware resources. Our objective is to obtain a better performance thanks to an architecturally-aware algorithmic design.

After visiting the existing literature on state-of-the-art algorithms for Combinatorial Optimization, we observe that hardware considerations such as parallelism or memory organization are barely considered. We argue that this is due to the already discussed programmer-hardware gap in section 1.1. Such infra-utilization of hardware resources largely motivates our research.
1.3. CHALLENGES

The research challenges that we tackle in this thesis are framed in the context of maximizing hardware resources. We face such goal from a computers’ architecture perspective by proposing mechanisms for enhancing algorithmic performance in a modern processor. Thus, in what follows we pose research challenges whose solutions will lead to improving algorithmic performance in a modern processor by:

1. reducing the amount of instructions to process,
2. increasing memory system throughput, and
3. increasing parallelism.

Henceforth, we shall refer to the above-mentioned architecturally-aware goals as performance enhancement goals.

In what follows, we identify the research challenges posed to achieve our performance enhancement goals by each of the selected problems described in section 1.2.

1.3.1 Coalition Structure Generation

The Coalition Structure Generation problem can be solved using a Dynamic Programming algorithm known as DP [Yun Yeh, 1986]. This algorithm was revised and updated years later, resulting into an improved version of DP, the so-called Improved DP (or IDP) [Rahwan and Jennings, 2008b]. IDP overcomes some of DP’s drawbacks like the redundant evaluation of coalition structures.

Both DP and IDP algorithms run for a deterministic number of iterations, since they do not reduce work. Other algorithms like Branch-and-bound [Land and Doig, 1960] can skip computation during the search if they are able to prove that a path is not leading to a good solution. The computation of bounds depends of the data encoded in the problem. Hence, pruning techniques are highly dependent of the problem data distribution. DP and IDP worst-case complexity is the lowest of other known algorithms such as IP [Rahwan et al., 2007] or IDP-IP [Rahwan and Jennings, 2008a]. For these reasons DP and IDP are general-purpose CSG algorithms in the sense that they are well suited for problems whose distribution is unknown.

The first challenge of this thesis is to analyze the algorithmic features of DP and IDP that most affect their algorithmic performance. In this particular case this will amount to studying their: problem structures, memory access patterns, and most time-consuming operations.

**Challenge 1** Identify the algorithmic features of DP and IDP that most impact their performance in a modern processor

The contributions of the previous challenge will allow us to determine the most time-consuming operations together with their memory access patterns. Furthermore, since neither DP nor IDP benefit from the parallel paradigm, leveraging on the results provided to the former challenge naturally leads to the next one:
Challenge 2 How to enhance DP/IDP to benefit from the parallel paradigm and better exploit hardware resources?

1.3.2 Combinatorial Auctions

Due to the high complexity of Combinatorial Optimization problems, the limits of exact and exhaustive methods shown by coalition structure generation algorithms is early reached. If so, approximate algorithms stand as an alternative to optimal algorithms.

Branch-and-bound algorithms that employ good pruning strategies may reduce their solving time significantly. The standard method for solving Combinatorial Optimization problems with linear objective functions is Mixed Integer Linear Programming (MILP), which prunes subtrees of the search space based on linear programming relaxations to estimate bounds. In this scenario, the efficiency of the linear programming solver will condition the efficiency of the overall Branch-and-bound algorithm.

As stated in the literature, large scale Combinatorial Optimization problems (e.g Stereo Vision, Side-Chain Prediction, Protein Design [Yanover et al., 2006]) go beyond the capabilities of state-of-the-art solvers, according to [Yanover et al., 2006] they face problems that are so big that cannot to be solved by standard solvers: “[...] We found that using powerful, off-the-shelf LP solvers, these problems cannot be solved using standard desktop hardware.”.

The machine learning literature has recently contributed with a wealth of algorithms to obtain approximate solutions for Combinatorial Optimization problems, e.g [Gabay and Mercier, 1976, Ihler et al., 2005, Wainwright et al., 2005, Martins et al., 2014].

Despite the existence of such powerful approximate algorithms, to the best of our knowledge there is no approximate algorithm in the literature to solve large-scale winner determination problems for combinatorial auctions. This leads to our next research challenge:

Challenge 3 How to solve a relaxation of a combinatorial auction winner determination problem?

Fulfilling this challenge will require: (a) to find a state-of-the-art, representative approximate algorithm that is prone to parallelism; and (b) to show that such algorithm can indeed cope with large-scale combinatorial auction WDPs. Notice that solving a relaxation of the winner determination problem does not provide a feasible solution to the problem. However, this is a stepping stone towards building such feasible solution.

After finding a suitable algorithm satisfying our requirements, our next challenge will be:

Challenge 4 How to design a shared-memory parallel algorithm to solve relaxations of the Winner Determination Problem?
1.3.3 Side-Chain Prediction

In Side-Chain Prediction, the most time-consuming phase is the resolution of a Combinatorial Optimization problem. This is caused again by the structure of the problem. The existence of pairwise constraints of declarative nature has a major influence on the hardness of the Combinatorial Optimization problem.

In [Yanover et al., 2006, Sontag et al., 2012], convex optimization methods are used to efficiently solve the relaxation to the optimization problem posed by the Side-Chain Prediction.

Although the contributions to challenge 4 are expected to produce a shared-memory parallel algorithm to solve large-scale winner determination problems, we cannot benefit from it to solve the Side-Chain Prediction problem. This is because the structure of Side-Chain Prediction problems is different to that of winner determination problems. On the one hand, Side-Chain Prediction constraints are always pairwise. On the other hand, as mentioned in section 1.2, constraints in a side-prediction problem are declarative, and hence different to the linear constraints in winner determination problems. These two observations call for different algorithmic solutions to the side-prediction problem.

Both challenges 3 and 5 can be reached with the choice of an algorithm that is able to cope with the types of constraints handled by Combinatorial Auctions Winner Determination Problem and Side-Chain Prediction. In addition, as shown in [Martins, 2012b], AD$^3$ is able to solve LP relaxations for the Side-Chain Prediction. Nonetheless as already stated AD$^3$ is not optimized and it is not able to run in parallel. Our next challenge descent directly from this fact.

**Challenge 5** How to design a shared-memory parallel algorithm to solve relaxations of Side-Chain Prediction problem?

The achievement of this challenge can be done by extending the contributions to challenge 4 to also cope with declarative constraints.

1.4 Contributions

Next, we present the contributions in this thesis in relation to the challenges posed in section 1.3. Likewise in section 1.3, we present our contributions around the selected problems described in section 1.2.

1.4.1 Coalition Structure Generation

In this section we present our contributions in reply to challenges 1 and 2. Recall that challenge 1 above focused on finding the algorithmic features of DP and IDP that most impact their performances on a modern processor. To tackle this challenge, we measured and characterized the execution of both DP and IDP. From our extensive analysis, we learned that the main factors affecting DP and IDP performances are:
• **The efficiency in splittings enumeration.** When following a dynamic programming strategy to solve a *Combinatorial Optimization* problem, the problem is divided into subproblems, which are solved by also dividing them into smaller subproblems. This process is repeated until the subproblems to be solved are trivial and can be easily solved by a simple evaluation. Then, the chosen dynamic programming method aggregates results from solving subproblems to build up a global solution. In the case of DP and IDP, the division of work is carried by the operation that enumerates splittings, which consists in enumerating all the partitions of size 2 of a given set, as shown in Table 1.2. The Table 1.2 shows all the splittings ( partitions of size 2) of a set of objects. Our performance analysis found that more than 99% of the processor running time is spent in computing the enumeration of splittings, having a dramatic impact on algorithmic performance. However, the literature disregards how to implement such operation efficiently.

<table>
<thead>
<tr>
<th>Set of Objects</th>
<th>Splittings</th>
</tr>
</thead>
<tbody>
<tr>
<td>{♠, ♥, ♦}</td>
<td>{♠}, {♥, ♦}</td>
</tr>
<tr>
<td></td>
<td>{♥}, {♠, ♦}</td>
</tr>
<tr>
<td></td>
<td>{♠}, {♥, ♦}</td>
</tr>
<tr>
<td></td>
<td>{♦}, {♠, ♦}</td>
</tr>
<tr>
<td></td>
<td>{♠, ♣}, {♥}</td>
</tr>
<tr>
<td></td>
<td>{♠, ♦}, {♣}</td>
</tr>
<tr>
<td></td>
<td>{♣, ♦}, {♥}</td>
</tr>
<tr>
<td></td>
<td>{♣, ♠}</td>
</tr>
<tr>
<td></td>
<td>{♣, ♦}</td>
</tr>
</tbody>
</table>

Table 1.2: Splittings enumeration example

• **The non-uniform memory access pattern.** Notice that in order to obtain a good memory system performance, consecutive memory access should request addresses that are near in memory, ideally consecutive [Guide, 2011]. In other words, memory system performance can be achieved by enforcing locality. Both DP and IDP algorithms enumerate splittings and evaluate the generated pairs within each splitting. In order to evaluate a pair, the computer has to perform two memory requests. If the two memory requests access addresses that are close in memory, the operation will be efficient. Otherwise, if the requests access distant memory positions, the operation will produce an inefficient memory access. The ideal situation will be to have only efficient memory accesses. However, since all the possible pairs are evaluated by DP and IDP, they unavoidably perform both efficient and inefficient splitting evaluations. Hence, there is no memory representation favoring a higher locality for DP/IDP.
1.4. CONTRIBUTIONS

- **The lack of parallelism.** In modern processors it is common to have more than one computational unit. However, DP and IDP use just one core and ignore the rest.

The findings of our analysis conclude that these three factors completely drive the performance of DP/IDP. However, the state of the art on coalition structure generation has not addressed any of them. We conclude that in order to increase DP/IDP performance, there is a need for defining strategies addressing the above-mentioned factors:

- how to efficiently perform the splitting enumeration operation,
- how to represent the problem in memory to minimize the effects of the non-local access patterns, and
- how to get profit from parallel architectures.

Our first contribution compiles the above-mentioned observations:

**Contribution 1** The three factors that limit the performance of both DP and IDP are: the inefficient splitting enumeration, the non-uniform memory access pattern, and their lack of parallelism.

The second challenge inquires whether it is possible to obtain a hardware-efficient and parallel version of DP/IDP. We accomplish the second challenge by means of the following strategies: (i) a novel method for enumerating splittings, (ii) a compact representation of coalitions, and (iii) a novel method for parallelizing DP/IDP.

Although in the literature we find measures of IDP’s running times, there is no reference implementation available to benchmark our contributions. And yet, in order to analyze our improvements we need a reference or baseline implementation to compare with. For that reason, we have implemented a sequential algorithm following the specifications of [Yun Yeh, 1986] for DP, and [Rahwan and Jennings, 2008b] for IDP. Henceforth, we shall refer to those algorithms as base-DP and base-IDP respectively, or simply as base algorithms if there is no risk of misunderstanding.

Next, we detail the above-mentioned strategies that target the performance goals defined in section 1.3:

- **Efficient enumeration of splittings.** We propose a novel method for enumerating splittings, the so-called Fast-split method. Thanks to the use of logic arithmetic, Fast-split is able to perform the splitting operation—the most critical operation—using only 12 machine-code instructions per splitting. The result is a fast mechanism able to boost the execution of DP/IDP. Fast-split yields very significant speedups: One order of magnitude with respect to our base-IDP version, and two orders of magnitude with respect to the times reported by the state-of-the-art IDP
We observe from this strategy that:

An optimal way to enumerate splitting fulfills the the performance enhancement goal of reducing the number of instructions.

- Compact representation of coalitions. We define a compact way of representing coalitions. In our proposal, we use a binary encoding. Thanks to the compactness provided by such encoding, we manage to significantly reduce the memory footprint. At the same time, our compact representation allow us to significantly increase the amount of information sent by data transfers between memory and CPU. This representation helps to cope with the non-uniform memory access pattern exhibited by DP/IDP.

We observe from this strategy that:

A compact memory representation satisfies the performance enhancement goal of increasing memory system throughput.

- Parallelization. We design the first parallel version of DP/IDP. Our contribution is twofold:

  - We define an even way of dividing the work among different threads with the objective of maximizing the workload per thread and minimizing communication and synchronization between them.

  - We endow each thread with an algorithm to find its assigned tasks, without requiring communication with other threads.

Our parallel algorithm obtains a 5X speedup with respect to base-IDP on a six-core computer.

We observe from this strategy that:

Our thread level parallelization of DP/IDP accomplishes the performance enhancement goal of increasing parallelism.

Combining the above-mentioned strategies, we reach a 60X speedup with respect to our base implementation in a 6-core computer. Since IDP is reported to solve a 27-agent problem in around 2 months [Rahwan et al., 2007], our base-IDP is able to solve a problem of 27 agents in 2.9 days in an Intel Xeon E5645. As already stated, there is no state-of-the-art public implementation of IDP available, but authors report in [Rahwan et al., 2007] that IDP solves a problem of 27 agents in more than 2 months using an unspecified computer.
result is by large the fastest Dynamic Programming algorithm, able to solve the same problem in 1.2 hours. We can announce our contribution as:

**Contribution 2** We contribute with the first parallel implementation of DP/IP, which employs an efficient method for performing enumerations and a compact data representation. Our approach reaches a speedup of 60X in a six-core computer with respect to our base implementation.

The above-mentioned contributions have been reported in the following publications:


Furthermore, the source code of our parallel implementations of DP and IDP is publicly available at:

https://github.com/CoalitionStructureGeneration/DPIDP.

### 1.4.2 Winner Determination Problem in Combinatorial Auctions

We start focusing on challenge 3, which considered how to solve a relaxation of the WDP.

With the raise of big data and machine learning, the limits of applicability of classic linear programming techniques have been reached [Sheffi, 2004].

To cover such limitation, convex optimization algorithms are gaining significance. Recent studies, demonstrate that convex optimization algorithms are well suited to approximate LP relaxations for large problems very efficiently
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[Boyd and Vandenberghe, 2004].

The Alternate Direction Dual Decomposition (AD$^3$) [Martins et al., 2015] is an ADMM-based [Gabay and Mercier, 1976], dual-decomposition, message-passing$^2$ algorithm. It is a state-of-the-art convex optimization algorithm that has been successfully applied to solve LP relaxations in different application domains, such as frame semantic parsers or protein prediction [Martins, 2012b]. AD$^3$ has advantages over other convex optimization algorithms that can be summarized as follows:

- it exhibits fast convergence to quality solutions;
- it also counts with a defined library of factors that are able to perform different optimization functions very efficiently;
- it allows the decomposition of the overall problems into local subproblems (encoded thanks to the library of factors), which can be solved independently.

We observe that in the state-of-the-art WDP research there is no specific approach to cope with large-scale problems relaxations. We also observe that, up to our knowledge, there is no proposal for solving WDP relaxations using a convex optimization technique. Finally, we observe that AD$^3$ is prone to be parallelized.

Because of the above-mentioned observations, we choose AD$^3$ as the algorithm to develop a solver for WDP LP relaxations. Our contribution starts by proposing an encoding of the WDP into a Factor Graph [Loeliger, 2004] that can be solved by means of AD$^3$. Our encoding only employs the atMostOne factor, namely one of the already bundled factors in the AD$^3$ factor library.

We also study the scope of applicability of AD$^3$ as a method to solve relaxations for large-scale WDPs. To this end, we use the WDP distributions defined by [Leyton-Brown et al., 2009], and we compare the solving times of AD$^3$ with those obtained by CPLEX, an off-the-shelf commercial solver, when solving WDP LP relaxations. We empirically find that while problems of small and medium size$^3$ are well addressed by CPLEX, larger and harder problems are better suited for AD$^3$.

Therefore, our contribution in reply to challenge 3 can be summarized as follows:

**Contribution 3** We provide a general encoding of a WDP into a Factor Graph that can be employed by the AD$^3$ algorithm to solve LP relaxations of WDPs. We observe that AD$^3$ is the algorithm of choice to solve large-scale

$^2$In this case, message-passing refers to a term in the field of convex optimization and it is related to the order that the operations are performed according to a graphical modelization of the optimization problem. This is distinct to message-passing in computer architecture, where it stands for a parallelization paradigm where threads communicate themselves through send and receive primitives.

$^3$We use the term simpler/harder to refer to those problems that are easy/hard to solve to [Leyton-Brown et al., 2009]. We also refer to moderate size for problems involving hundreds of variables and constraints. By large scale we refer to problems involving thousands of variables and constraints. The sizes and distributions that we consider in our study are discussed in detail in Chapter 4.
Next, to tackle challenge 4, we address the design of a parallel and high performance \( AD^3 \) algorithm. Such parallel version is constrained to one type of factors, \( \text{atMostOne} \), since these are the only factors required to solve WDP relaxations. To design our parallel version with the aim of satisfying the performance goals described in section 1.3, we follow the next strategies: address specificity, increase memory system performance, embrace shared-memory parallelization, and promote vectorization.

Next, we detail the implementation of such strategies.

- **Address specificity.** We reach specificity by considering only the \( \text{atMostOne} \) factor. For \( AD^3 \), every factor is a “black box” able to solve a local optimization problem. Our approach is to build a specific algorithm able to work only with \( \text{atMostOne} \) factors. This yields some advantages that lead to increase performance:
  - on the one hand, having the same factor in all the computation nodes of the Factor Graph favors homogeneity, which benefits task balancing, hence favors parallelization;
  - on the other hand, it also allows us to blend the computation happening at factors together with the rest of computation happening at \( AD^3 \).

  This strategy satisfies the performance goal concerned with reducing the number of executed instructions.

- **AoS to SoA.** At present, the publicly available implementation of \( AD^3 \) [Martins, 2012a] follows an array of structures (AoS) paradigm for memory organization. Instead, we propose an alternative memory organization based on a structure of arrays (SoA) as suggested in [Guide, 2011] to increase locality and promote sequential memory access. Thus, in our alternative way of organizing memory helps improve memory system throughput.

  This new memory organization achieves the performance enhancement goal of increasing memory throughput.

- **Embrace edge-centric parallelization.** We reach shared-memory parallelism by distributing \( AD^3 \) computations among different execution threads. In \( AD^3 \), computations occur at two levels: computation at factors, and computation at variables – factors and variables are the two types of nodes of a Factor Graph. Typically, the machine learning literature claims that algorithms running over Factor Graphs can be readily parallelized because each factor independently solves a local subproblem [Martins et al., 2014]. Thus, the parallelization approach...
suggested by the machine learning literature can be considered as \textit{factor-centered}. Instead, we propose a parallelization paradigm where edges are promoted to first-class citizens, hence following an \textit{edge-centric} paradigm, as suggested by [Roy et al., 2013]. In an \textit{edge-centric} paradigm, the computation is performed from an edge perspective. According to this paradigm, computation is moved as much as possible to the edge, with the objective of promoting edge-only dependent computations. Then the algorithm iterates also through the collection of edges, regardless which factors are edges attached to. Such parallelization design offers some important advantages with respect to a \textit{factor-centered} design in terms of performance, namely:

\begin{itemize}
  \item \textbf{Simple memory organization.}Edges are simpler than factors. An edge always connects two nodes, while a factor may have a variable number of nodes it is attached to. Therefore, the memory representation of a set of edges can be performed with simpler data structures, for instance using vectors, which are very efficient: (i) vectors are convenient for sequential memory access, leading to a high memory system performance; (ii) vectors can be easily divided in even blocks, making them suitable for workload distribution in a parallel execution; and (iii) vectors also ease instruction vectorization (SIMD). On the contrary, factors are more complex and need the definition of complex structures like linked lists, which are versatile but inefficient from a performance engineering point of view.
  \item \textbf{Flexibility.} In a Factor Graph, the number of edges is typically larger than the number of factors. An \textit{edge-centric} design offers more granularity than a \textit{factor-centric} approach leading to a fine-grained parallelism. Notice that obtaining a higher granularity benefits the dynamic parallelization, since thread workload is adapted dynamically.
\end{itemize}

Both advantages above lead to an improvement of algorithmic performance. On the one hand, the simpler memory organization enforces memory locality. On the other hand, more flexibility helps to reach a better balance between parallel threads.

\textit{This strategy fulfills the performance enhancement goal of increasing parallelism and also increase the memory throughput.}

\begin{itemize}
  \item \textbf{Promote vectorization.} We reach vectorization by decomposing every calculation in elemental operations. Hence, elemental operations can be grouped together and carried out at once. This fact, with a more convenient memory organization, aids the compiler to reach a vectorized code able to perform several operations using one single instruction.
\end{itemize}
This optimization satisfies two performance enhancement goals: reducing the number of executed instructions and increasing parallelism.

By combining the above-mentioned performance enhancement strategies, we develop the first shared-memory parallel AD$^3$-based algorithm able to efficiently solve LP relaxations for the WDP. Our work can be outlined as:

**Contribution 4** We develop a novel shared-memory parallel version of AD$^3$ capable of solving WDP relaxations. Our approach reaches a speedup of 14.4X in a 6-core computer compared to the publicly available implementation of AD$^3$.

The above-mentioned contributions have been reported in the following publications:


Furthermore, the source code of our parallel implementation of AD$^3$, together with datasets, is publicly available at:

https://github.com/parad3-wdp/ca

### 1.4.3 Side-Chain Prediction

In this section we present our contributions giving answer first for challenge 5.

AD$^3$ has already proposed to be used as a method to solve the Maximum A Posteriori (MAP) in the problem of Side-Chain Prediction. This proposal requires the encoding of the Side-Chain Prediction problem as a Factor Graph where all the factors are pairwise and encode local subproblems with the use of declarative constraint.

As in the WDP for CA, we show how to encode a Side-Chain Prediction as a Factor Graph to be solved by means of AD$^3$. This time our codification relies on the representation of every amino-acid as a multi-variable and every possible side-chain configuration as a binary choice associated the specific multi-variable.
Interactions between different amino-acids are modeled as pairwise forces and we use one factor for every pair of interacting amino-acids.

We measure the performance of $AD^3$ and with previous related works [Yanover et al., 2006, Sontag et al., 2012], being the fastest algorithm on this class. We also discover that the problems in [Yanover et al., 2006] dataset are solved very efficiently by $AD^3$ and they does not exhibit enough computational work to allow us to stress $AD^3$. For this reason, we propose an extension of the dataset thanks to the use of a modern proprietary tool able to model Side-Chain Prediction problems (SCWRL4 [Krivov et al., 2009]).

We show then how to design an efficient algorithm able to solve LP relaxations for the Side-Chain Prediction problem. We contribute by extending the shared-memory parallel $AD^3$ algorithm developed in challenge 4, with the support for declarative constraints. Hence widening its applicability to a wide scope of problems.

Since the parallelization happens in outer levels, the fulfillment of challenge 5 is accomplished through an performance analysis and optimization of the computation happening at subproblem level in only one thread. Then our parallel mechanism designed in challenge 4 will be able to solve every subproblem in the parallel resources.

Nonetheless, the performance enhancement goals remain intact. We increase the single thread performance following the next actions.

- **Move towards a less instruction scenario.** In our work, we analyze the process of resolution of an Arbitrary factor, which is the one implementing the declarative constraint. As a result of our analysis we find that we are able to encode an equivalent algorithm leading to a more efficient execution. The specific actions we do to get this results are.
  - **Make data structures simpler.** We do that reducing encapsulation so functions that manipulate data are specialized.
  - **Promoting vectorization.** We increase the instructions throughput by obtaining vectorized code.
  - **Making use of external libraries.** We use state-of-the-art optimized linear algebra libraries to compute critical operations.

  *This optimization satisfies two performance enhancement goals: reducing the number of executed instructions and increasing parallelism.*

- **Redesign memory representation and management.** We redesign how the data is stored in memory, data structures are expressed in a way that we enforce sequential access and high locality. We also define per-thread scratch areas, where threads are able to store partial results. These scratch areas are reused by threads, having a exclusive and close-to-cpu access. The fact that it is exclusive help with cache-coherence policies, while the fact that is close-to-cpu helps with the latency of the data. In addition, we radically reduce the dynamic
memory allocation requests (a reduction of around the 98% of the memory allocation calls). In order to get this reduction, our optimized version makes an estimation of what will be the memory required and allocate it in advance. Then, it is able to track whether some extra memory is required to solve a particular expensive subproblem. This reduction of the memory allocation calls comes with benefits in performance.

This optimization satisfies the performance goal of increase the memory system performance.

The design and realization of these strategies achieves our last contribution, announced as:

**Contribution 5** We propose the designing of an efficient algorithm to solve the quadratic problems for Arbitrary factors. Our approach delivers an average speedup of 10.8X in a 6-core computer with respect to the publicly available implementation of AD$^3$.

This contribution gives answer to the question

*How to design a shared-memory parallel algorithm to solve relaxations of Side-Chain Prediction?*

We make the source code of this work available at:

https://github.com/parad3-scp/source

### 1.5 Structure of the Thesis

In this chapter we have presented an overview of this dissertation, where we have identified our objectives and what are the solutions we propose, we also present what are our contributions.

Our work is in between of two disciplines, the *Combinatorial Optimization* field where we find applications for our contributions and the computer architecture field which provide us the means to reach them. In the next chapter we present a brief introduction to fundamental concepts that frame our work, both in *Combinatorial Optimization* and computer’s architecture fields.

The next Chapters (3 to 5) are focusing on each one of the applications we are targeting in this thesis.

In Chapter 3, we describe the work we have done optimizing the IDP algorithm as well as proposing the first parallel version of IDP for the problem of the Coalition Structure Generation, after a brief introduction to the problem we present what are our contributions and our what are results.
Chapters 4 and 5 are closely linked since they present a workaround of the same algorithm: \( AD^3 \). However there are differences both in the application domain as well as in which aspect of \( AD^3 \) has been studied.

In Chapter 4 we propose to use \( AD^3 \) as a method to solve LP relaxations for the Winner Determination Problem for Large Scale Combinatorial Auctions. Beyond our contributions in the domain of the Combinatorial Auctions, in this chapter we show to effectively parallelize \( AD^3 \), giving rise to \( PAR-AD^3 \).

In Chapter 5 we apply \( PAR-AD^3 \) to solve LP relaxations to Side-Chain Prediction problems. In this chapter we also show how to optimize the execution inside a thread, since this time –as opposed to the previous chapter– most of the CPU load falls into the computation of the local subproblems.

We end the dissertation in Chapter 6, where we draw conclusions and present pointers to possible future lines.
Chapter 2

Background

In this chapter we present key concepts that are basic to understand the arguments and explanations contained in this document, both regarding computer’s architecture and combinatorial optimization. The expert to any of this topics can freely skip parts of this background.

First we introduce relevant concepts of modern computer architecture. Such concepts, like parallelism, locality and others, will be recurrent during the rest of the dissertation and, in consequence, we draw an brief overview of them. Next, we present an outline of combinatorial optimization strategies that constitute a frame for the algorithms we work on.

2.1 Overview of Modern Computer Architecture

Computer design has vastly evolved from its beginnings. As Gordon Moore\(^1\) predicted 50 years ago enunciating his very acclaimed Law, the chip industry has been able to improve enough in one year to fit as twice of the transistors than the previous year. Moore’s Law was adjusted in 1975 to the pace to double the number of transistors every two years. Nowadays processors are able to integrate orders of \(10^9\) transistors in a single chip. They are extremely complex systems that implement many features in order to improve the system performance.

2.1.1 Parallelism

The use of parallelism is one of the most recurrent techniques that are implemented in current processors in order to speedup the execution of programs. We understand parallelism as any method that allows the processor to perform two or more tasks, either fine-grained or coarse-grained, at the same time.

\(^{1}\)Co-founder and chairman emeritus of Intel Corporation
In 1972 Michael Flynn proposed a taxonomy of parallel architectures that has become very popular [Flynn, 1972]. According to Flynn, parallel systems can be categorized as:

- **SISD**: *Single Instruction Stream, Single Data Stream.*
  A processor executes a sequence or stream of instructions, each operating with a single data. It happens in a regular uni-processor machine.

- **SIMD**: *Single Instructions Stream, Multiple Data Stream.*
  A single sequence of instructions, with each single instruction operating on vectors containing a sequence of data. This kind of processing strategy happens in the vector operations (also called multimedia or SIMD operations) implemented in a modern computer.

- **MISD**: *Multiple Instructions Stream, Single Data Stream.*
  There is no machine implementing MISD.

- **MIMD**: *Multiple Instructions Stream, Multiple Data Stream.*
  The processor executed multiple Instruction Streams simultaneously, with each stream operating with a subset of a large set of data. This execution model happens in a multithreaded and/or multicore computer.

Flynn’s taxonomy is the classical approach to classify parallel systems. Nowadays this taxonomy is still widely used although is not expressive enough to reflect current parallel hardware strategies. Let us examine different levels of parallelism present in modern processors.

**Bit Level Parallelism (BLP)**

BLP represents the most fine-grained use of parallelism, and takes part at the registers and logic-arithmetical units. Processors do not operate bit by bit, instead, they operate by blocks of bits (words). As for today, a regular desktop computer processor has words of 64 bits; this number has been increasing as the semiconductor technology has been improving. Increasing the number of bits of the processor words implies a big investment in the number of transistors and datapaths, but in reward, increments the processor capabilities, specially when working with large precision numbers.

**Instruction Level Parallelism (ILP)**

Processors increment the processor execution throughput by making use of the pipelining technique in order to execute multiple instructions at the same time. Pipelining is a strategy that consists in dividing the execution of each single instruction in different stages. The processor has different units specialized for the processing of every one of those stages. The main idea behind this approach
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is to overlap the execution of multiple instructions at the same time, and then maintain a full usage of the processor capabilities.

With this objective all the pipelined execution has to be synchronized to the speed of the slowest stage. This implies a slow down of the total execution process of each single instruction but in reward the system achieves a higher instruction throughput. Since there are instructions more complex than others, the processor pipeline contains different execution paths, with different resources, that make the total execution times of instructions to be different.

The ILP\textsuperscript{2} of the program is a characteristic that is exploited automatically by the processor H/W, which means that it is something transparent to the programmer. In order to do that, the processor has to analyze the instruction dependencies to guarantee the correct result of the execution. Such dependencies are due to different factors and are categorized in three types: i) data dependencies, where one operand of an instruction is the result of a previous instruction, ii) name dependencies, where the same processor registers are used by different instructions containing different instances of data, and iii) control dependencies, where there are conditional jumps that determine the execution flow. The processor analyzes any kind of dependence and acts accordingly.

Modern compilers help to produce code that will be efficiently executed in parallel at the instruction Level. The expert programmer can also adapt the code to exhibit a higher degree of ILP. Techniques that help improving ILP are the reordering of instructions, the renaming of variables and the explicit unroll of loops.

For the programmers’ eye, the instructions are virtually executed in parallel. Unfortunately, the programmer cannot see what is exactly happening inside the processor, but can obtain some feedback through profiling. A metric that allows the programmer to estimate how well the ILP is performing is the rate of Instructions Per Cycle (IPC), which can be retrieved from internal processor counters after executing the program.

Thread Level Parallelism (TLP)

It is possible to execute different threads running at the same time and sharing the same hardware and the same memory address space. Thread Level Parallelism, or TLP, is commonly understood as Parallelism: at the same time, algorithms that get benefit of TLP are known as Parallel Algorithms. Computer architectures having TLP capabilities are also known as Parallel Architectures.

From a hardware perspective, Thread Level Parallelism can be exploited in two different ways. The first usage of TLP is by multiplexing the same hardware resources to allow several threads to run concurrently (using H/W multithreading, or just multithreading). A second usage of TLP is replicating the different processor units, or processing cores, and executing one thread in each core. Today, a common situation is to have both multiple cores with multithreading

\textsuperscript{2}ILP is also an acronym that stands for Integer Linear Programming, which is a topic studied in this dissertation. However in this section, ILP stands for Instruction Level Parallelism. Both acronyms are widely used in their respective communities.
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capabilities.

- **Hardware Multithreading** requires a lower investment in terms of transistors, since functional units are shared by different threads. The most advanced multithreading mechanisms allow several threads to share the same processor core simultaneously. This mechanism improves the usage of the computation units, since some threads can issue work to those units while other threads are waiting due to some dependence situation. It is a good mechanism to hide the waiting latencies of single threads and keep busy the CPU with productive work when some threads are waiting.

- **Multicore processors** are based on the replication of the functional units, and integrate several complete cores inside the same chip. This implies that the computational power is multiplied, ideally providing a linear improvement in the performance as the number of cores running threads is increased.

Current processors do not divide the execution of a sequential program into separate execution of independent threads, and future processors are not expected to do so in the near future. Compilers can automatically parallelize the execution of a program only on very simple situations and for some code portions. Therefore, parallelization relies most of the time on the programmer, who has to identify opportunities for exploiting TLP and to actively design and write programs using explicit operations for thread creation, synchronization, and communication.

It is not realistic to expect an increase of performance directly proportional to the number of cores offered by the hardware. There are three main problems for achieving optimal performance from the parallel execution:

- **Amdhal’s law.** Every algorithm has a sequential part, i.e. which cannot be arranged for parallel execution, and according to Amdhal’s law the sequential part of the algorithm constrains the maximum overall speedup, following this pattern:

\[
\text{Speedup} = \frac{1}{(1 - p) + \frac{p}{s}}
\]  

where \( p \) is the fraction of parallel code and \( s \) the speedup obtained in this parallelization.

- **Unbalanced parallel work load.** Sometimes the amount of work that must be done by each parallel thread is unbalanced. In this situation, the execution time of the program will be limited by the execution time of the slowest thread, which will likely be the thread that is assigned more work to perform.

- **False cache-line sharing.** This problem arises when a core writes to a cached memory area in other thread’s cache, producing an invalidation of
that data and a performance degradation.

With all of that, trends in Computer Architecture are to integrate more cores in processors; for instance the Intel Xeon E5-2698V4 is a general-purpose processor with 20 cores and able to run up to 40 threads simultaneously. One architecture that deserves mention is the GPU architecture, which was initially conceived for graphics operations and nowadays includes thousands of independent cores. TLP (or parallelization) has become a very interesting paradigm for many applications and a challenging way to generate new solving approaches for already known problems.

Data Level Parallelism (DLP)

DLP is exploited by MIMD and SIMD processors, but is commonly referred as SIMD (Single Instruction Multiple Data) or also vectorization. In a vectorized operation, a single instruction is able to perform the same operation to different elements of a vector. This support for vectorized operations is frequently offered by means of specialized units. SIMD multiplies the throughput of the operations, hence speeding up the computation. SIMD capabilities were introduced as extensions to the Instruction Set Architecture (ISA) of popular processor architectures, like MMX and SSE for Intel, and AliVec for PowerPC.

The paradigmatic example for SIMD is the vector addition, where elements of two vectors are added. For instance, if our processor allows 512 bit vector operations and we require to sum two vectors of 64bit integers, a vectorized code will end executing 8 times less operations than a regular code.

The vectorization of instructions is responsibility of the programmer with the assistance of the compiler. Vectorization is usually achieved by decorators to the language like the use of openMP #pragmas in C or the vector syntax of Cilk Plus.

2.1.2 Memory Subsystem

The memory subsystem is comparatively slow compared to the processing capabilities. This performance difference has been widening through the last decades where industry has been able to improve processor performance at a higher rate than memory performance. This fact is known as the processor-memory performance gap. Figure 2.1 shows the growth of the processor-memory gap during the last decades.

A modern computer has different volatile memory types. From registers, which are very fast (around 0.25ns-0.5ns access time) but very limited in storage capacity at a high cost, to the main memory system which is slower (around 50-250 ns access time) but with a very large capacity and much cheaper.

The memory subsystem is organized following a hierarchic structure where there exist several levels of intermediate memories (memory caches). Caches can be specialized, (i.e. instruction cache and data cache) or general purpose. The number of caches depends on every design, but the most typical approach for
a current CPU is to implement two or three levels of cache. As long as more close to the processor a cache memory is, it has the advantages of less latency and higher bandwidth, but the drawback of a more limited capacity and higher price per storage unit.

The cache system is based on the exploitation of the principle of locality, given the fact that most of the programs manifest some patterns when accessing data. We distinguish two types of locality:

- **Temporal locality:** Data fetched from memory is very likely to be accessed again in the near future.
- **Spatial locality:** Data which is close in memory is frequently accessed close in time.

The information is transferred between the different memory levels in blocks named cache lines. Cache lines are the minimum unit to be read or written from/to memory and it is a few bytes long (nowadays the standard is 64 bytes).

From a hardware perspective, caching data for reading is quite easy. The cache system knows which blocks of data are in every specific cache and when they are going to be replaced they are simply released and overwritten. By the contrary, write operations are more problematic since they introduce a discrepancy of the data stored in the cache and the data stored in higher levels of memory. In a single-core processor, the problem is not very dramatic, since the update in the cache system after a write operation can be consolidated to the main memory either using a write-through policy (store operation is sent to cache and to the main memory at the same time) or a write-back policy (the
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Figure 2.2: A typical mono-processor cache system

actual store to main memory is done when the block is released from cache).

In multicore systems, every core has its own private L1 and/or L2 cache. Data can be cached at different core’s private cache at the same time, therefore there is a need to establish mechanisms able to ensure the cache coherence in all the system. There are different hardware techniques to keep the coherence between caches: one option is to invalidate every updated cache line in every foreign cache; another option is to notify other cores’ caches about the change.

TLP has other major implications in the memory system. For the programmer, the most relevant consideration is that threads can be executed in any order, and there is no hardware synchronization between threads. Hence if some data is used by different threads, it is the programmer’s responsibility to ensure that the result will be correct. This can be done either by restructuring the code to avoid conflicting situations, or by using primitives offered by the operating system to establish atomic operations or mutual exclusion zones, with the corresponding impact in the performance.

2.1.3 What Can a Software Architect Do?

Both the use of different levels of parallelism by of a program and the design of the data structures that are stored in memory and the access pattern to these data have a substantial impact in the execution performance. The software architect obtains benefits from many of the improvements in computer’s architecture for free.

Nonetheless, programming languages and compilers do not offer the complete support to squeeze hardware capabilities. It requires a knowledge of the actual
hardware executing and a right characterization of the executed code. Software architects carry out performance engineering thanks to the adoption of a methodology. We provide a brief description of key aspects of such methodology.

**Code profiling.** A profiler is a tool that generates execution reports. It can be very useful since it helps to discover which are the portions of code that are being executed the most and underline which are the critical parts of the code to optimize. For example, if 90% of the execution time is devoted inside a single function, it is worth to concentrate efforts in optimizing the execution of that particular function.

**Use Thread Level Parallelism.** TLP should be used at the higher level possible, parallelizing big chunks of execution. Depending on the problem, this parallelism could be hard to exploit. The ideal situation is to make every thread work with a disjoint set of data. In the most complex scenario, where using disjoint data is not possible, threads should be as much self-dependent as they can.

There exist two programming models that are able to express parallelism:

- **Message Passing:** Every thread has a private memory and threads share information using explicit messages. The main advantage of this paradigm is that it can be used both in multicore environments and also in distributed systems with separate memory address spaces. It can be useful when different threads do not need to share a large amount of data. Typically message passing application threads work with disjoint sets of data. There exists a standardization of message primitives [Forum, 1993].

- **Shared memory:** All the threads share the same memory space. Threads have access to the same memory positions and the programmer must deal with dependencies, data conflicts, race conditions and deadlocks. The main advantages of this paradigm are the higher performance achieved by very fast communication and the possibility to include parallelism in the code in an incremental way. A standard API for parallelism is OpenMP [Dagum and Menon, 1998].

**Analyze memory access pattern and choose the right data representation.** Data access is critical for applications, and the software designer should design the data representation so it can be accessed satisfying as much as possible the principles of spatial and temporal locality. Thus, maximizing the data re-use and promoting sequential access. A useful resource provided by the processor is the set of performance counters, providing information about Cache Hits and Misses.
Check the output of the compiler. Modern compilers provide information about code optimization. Examining the output of the compiler can provide valuable information of the optimization techniques applied to the code. Information such as vectorization, loop unrolling or code transformations are shown to the developer. A useful information is the problems preventing from performing certain optimizations; this can help the developer to adjust or improve the code in order to allow the compiler to do a better job.

Choose a compact representation. Using a compact representation in programs with high memory footprint helps to increase data access bandwidth in certain circumstances. The case of sparse matrix calculations is paradigmatic.

Identify bottlenecks. Thanks to profiling tools such as Linux kernel perf tools or Intel® VTune™ it is possible to inspect hardware counters and identify the bottlenecks of an application.

Use less instructions. This might look obvious, but a program that executes less instructions is -as a general rule- faster than a program that executes more instructions.

2.2 Combinatorial Optimization

Combinatorial optimization is a topic that consists of finding a set of objects from a finite set subject to some constraints and where a certain objective function is optimized.

A generic Combinatorial Optimization problem has:

- A finite set $A$.
  \[ A = \{ 1, 2, \ldots, n \} \]
- Weights (costs) defined as $c_j$ for all $j \in A$.
- A set $F$ of feasible subsets of $A$.
- An optimization function
  \[ \min_{F \subseteq A} \left\{ \sum_{j \in S} c_j : S \in F \right\}. \]
This topic is a subset of mathematical optimization where the *combinatorial* term indicates that the optimization is applied in the discrete domain.

Combinatorial Optimization is also refereed in the literature as *discrete* or *integer* optimization [Nemhauser and Wolsey, 1988]. Although other classifications consider both Combinatorial Optimization and Integer Programming a subset of Discrete Optimization [Hammer et al., 2000].

Essentially, the three topics are very interleaved and the different nomenclatures come from facing the optimization problem from different perspectives. While Combinatorial Optimization emphasizes either the combinatorial origin, formulation or solution algorithm of a problem; Discrete Optimization emphasizes the difference to continuous optimization. Integer Programming emphasizes the usage of integer valued variables in the formulation or the solution.

*Combinatorial Optimization* is a wide topic with a large and diverse applicability to real world problems. The most classical and exemplified applications belong to the domains of scheduling, planning, or packing. A collection of relevant and paradigmatic examples of applications are discussed in [Paschos, 2013]. Nonetheless, optimization problems involving non divisible entities (i.e. people, objects, spaces, resources and more besides) are the objects of applicability of *Combinatorial Optimization* techniques, hence everyday widening applicability. As a little example, only in the area of Artificial Intelligence, Combinatorial Optimization is applied to solve problems in different research lines including agents, machine learning, auction theory or natural language processing.

One of the main characteristics of the *Combinatorial Optimization* instances is its hardness. The combinatorial behaviour of this family of problems comes with an enormous space of solutions. In many cases the combinations are too high that it is not assumable to process all the space of solutions along with it is not realistic to target the optimal solution. There is a large body of research presenting techniques to obtain reasonable solutions dodging the fact that in many cases it is not assumable to reach the optimal. Instead of finding the optimal, different methods do “the best they can do” given some computational resources and time.

We find three different approaches to tackle *Combinatorial Optimization* problems:

- **Find the optimal solution.** Where an algorithm runs until it finds a solution, providing or not intermediate results.
- **Find a sub-optimal solution.** Where an algorithm run-time is usually limited by some constraint (typically the run-time). Algorithms of this class provide a solution with or without measure of quality. They also may find the optimal even the may not be able to prove it.
- **Find an approximate solution.** Approximate algorithms are applied
to find a quick approximation. In general it is done by solving the Linear Relaxations of the problem. The approximate solution is useful as a bound or as an heuristic.

2.2.1 Methods Solving Combinatorial Optimization Problems

The complexity of Combinatorial Optimization Problems is variable. This is because the problem’s structure of constraint varies depending on the problem itself.

As long as an algorithm is able to take profit of the particularities of a particular structure, the complexity varies. Recall that the complexity of a problem is defined by the lowest complexity of the set of algorithms solving that problem.

In [Ausiello et al., 2012] there is an extensive study of the different categorizations of complexity. This study is complemented with an online resource [Kann, 2009] where one can track algorithmic advances for each problem type. In practice, many of the different Combinatorial Optimization problems fall in the class of $\mathcal{NP}$-hard or $\mathcal{NP}$-complete.

The most naive approach to solve a Combinatorial Optimization problems is the enumeration of solutions. Since the solutions belong to the discrete domain —hence they are enumerable— and we have already an evaluation function by definition, a simple enumeration and evaluation of all the solutions leads to find the optimal. This strategy is obviously very expensive since the number of possible solutions trends to be very large.

According to [Paschos, 2012], there are two classical algorithmic approaches to solve the Combinatorial Optimization problems: Dynamic Programming [Bellman, 1954] and Branch and Bound [Land and Doig, 1960].

Dynamic Programming

Dynamic Programming is a special type of enumeration that avoids work by breaking down the problem into a sequence of problems, then establishing a recurrence link between their optimal solutions to build up the solution. This quite general strategy was first proposed by Bellman back in the 1950’s [Bellman, 1954]. It is guaranteed to find the optimal solution but needs the complete execution of the algorithm to provide it.
Branch-and-bound explores the space of solutions. It uses bounds to cut the exploration of some paths and also uses an heuristic to guide the search more efficiently. Branch-and-bound algorithms are usually faster than Dynamic Programming as long as they have a good heuristic and they are able to compute good bounds. The search space is reduced as long as good is the bound we are able to compute. There is an enormous corpus of research regarding the three structural components of Branch-and-bound: different ways to compute bounds; a very large number of proposed heuristics and meta-heuristics; new ways of branch scheduling.

With regards to our work, we focus our attention on the bounding mechanism.

2.2.2 Bounding

In search, bounding is done with the aim of skipping work. The bounding is carried out thanks to the ability to over-estimate partial solutions quickly. And solutions can be over-estimated by transforming the Combinatorial Optimization problem into a regular less-constrained optimization problem, which is simpler to solve.

The classical yet powerful standard method to relax the problem is the known as Linear Programming (LP) relaxation, which consists in removing the integrality constraint.

Figure 2.3 shows the space of solutions for a given Combinatorial Optimization problem, where all the solutions are the dots inside the polygon with solid lines. The LP relaxation defines a new problem where the space of solutions is any point contained in the area delimited by the dotted line. Now solutions are
no longer discrete points. Instead, solution is any point of the new defined area and it can be approximated using polygonometries calculations.

In practice the industry has very powerful tools able to solve LP relaxations such as IBM ILOG CPLEX Optimization suite [Ibm, 2011] or GUROBI [Optimization, 2017]. They provide efficient implementations of classical algorithms such as Simplex and Barrier. They conform the state-of-the-art in optimization and carry a large history of success being the reference to benchmark new algorithmic proposals. Although being fairly general purpose algorithms, both commercial solvers perform really well on many domains, becoming a standard solution for any kind of optimization problems. The drawbacks of such programs is that they are quite general and do not exploit the particularities of specific problems.

**Convex Optimization**

When the linear problem is big enough, i.e. having thousands of variables and tens of thousands of constraints, finding the result of an LP relaxation using classic methods is computationally expensive.

In the last decades, there is a growing interest in convex optimization problems, which is a super class of Linear Programming. And more recently there is a family of algorithms known as “Proximal algorithms” that have been proven to be very successful when solving large-scale optimization problems.

(…) convex optimization problems (beyond least-squares and linear programs) are more prevalent in practice than was previously thought. Since 1990 many applications have been discovered in areas such as automatic control systems, estimation and signal processing, communications and networks, electronic q circuit design, data analysis and modeling, statistics, and finance. Convex optimization has also found wide application in combinatorial optimization and global optimization, where it is used to find bounds on the optimal value, as well as approximate solutions. We believe that many other applications of convex optimization are still waiting to be discovered.

[Boyd and Vandenberghe, 2004]

The key concept of the proximal algorithms is precisely their ability to face very big problems, they are able to do so by splitting the problem in many small pieces that can be solved using generic optimization methods.

The Alternate Direction Method of Multipliers (ADMM) is a proximal algorithm developed in the 1970s [Gabay and Mercier, 1976], and is closely related
to many other algorithms, such as belief propagation, dual decomposition, the method of multipliers, and others.

ADMM was developed so early that there were hardly use cases for it. Nowadays, with the needs of the Big Data era, this algorithm have been proved useful to many applications, including data processing [Boyd et al., 2011], natural language processing [Rush and Collins, 2012], vision [Chan et al., 2017], and others.

ADMM is an algorithm that solves a problem of the form:

$$\begin{align*}
\text{minimize} & \quad f(x) + g(z) \\
\text{subject to} & \quad Ax + Bz = c
\end{align*}$$

with variables $x \in \mathbb{R}^n$ and $z \in \mathbb{R}^m$, where $A \in \mathbb{R}^{p \times n}$, $B \in \mathbb{R}^{p \times m}$, $c \in \mathbb{R}^p$, and the functions $f$ and $g$ are convex. The main difference of this formulation with respect to a generic Optimization Problem is that the set of variables is divided in two, i.e. $x$ and $z$, with the objective function separable across this splitting.

ADMM is an iterative algorithm that in every iteration performs a $x$-minimization step and a $z$-minimization step, followed by dual variable update according the Augmented Lagrange Method of Multipliers [Hestenes, 1969]. Updates on $x$ and $z$ are performed alternatively, hence the name of Alternate Directions.

Very recently, a variation of ADMM known as $AD^3$ [Martins et al., 2014] has been proposed as an approximation algorithm with good theoretical properties and advantages over ADMM:

- It is formally proved that it can run in parallel.
- It has a library of specific factors (functions), that can represent different types of constraints.
- It reaches consensus faster because the global state is notified to each sub-problem.

2.3 Analysis

Against this background we observe that Combinatorial Optimization is a large topic with high applicability to real world problems. Above the different techniques, commercial of-the-shelf products such as IBM CPLEX and GUROBI are very efficient and they are the industry standard. Although both IBM CPLEX
and GUROBI target general-purpose optimization problems, they are very efficient and used widely in the industry.

Recent research in combinatorial optimization has shown how new techniques are very useful when targeting selected problems. At the same time, today computers are everyday more powerful but also more complex. However performance engineering considerations are largely ignored by the combinatorial optimization community.

We show how a better use of the computational resources can move one step forward in the performance execution of selected instances of combinatorial optimization problems.
Chapter 3

Building an efficient and parallel DP/IDP

3.1 Chapter Overview

In this chapter we tackle the optimization of the algorithms able to solve the Coalition Structure Generation using a Dynamic Programming strategy. Dynamic Programming strategy follows a brute-force approach, where all the possible solutions are evaluated.

This strategy has advantages and drawbacks. The main advantage is that this algorithm running time is not sensible to data input structure, therefore when there is not a defined pattern or distribution in the data, this algorithm is a safest choice. By the contrary other algorithms like IP [Rahwan et al., 2007], or D-IP [Michalak et al., 2010] are able to exploit data structure to reduce execution times, but in worst-case scenario their performance is dramatically worst.

As proposed in D-IP [Michalak et al., 2010], where a distributed anytime algorithm is presented, in this chapter we present an algorithm able to exploit the power of distribution but using a different paradigm. Our proposal is building a IDP based algorithm able to run in a shared memory scenario, which is common in nowadays computers [Sutter, 2005]. Using a shared memory paradigm simplifies the communication between computation nodes, since there is no need to send messages between them, but it requires a data dependence study, because of possible synchronization.

As far as we are concerned, no reference implementation neither of DP nor IDP algorithms has been published. Also there is not any version able to run in
parallel. We have found, though, non-negligible issues on the algorithmic details that have a considerable impact on the overall performance.

The contributions of this work can be summarized as:

- We analyze and evaluate fast methods for generating splittings, the most critical operation, establishing that a bad choice can degrade performance by 10x or more.
- We parallelize the generation of splittings and execute the problem on a shared-memory, multi-core, multi-thread and multi-processor system.
- We identify the main performance bottleneck: both the sequential and parallel execution are limited by the lack of temporal and spatial locality of the memory access pattern, and by the weak support for irregular and scattered accesses provided by current memory hierarchies.
- We find out that the performance advantage of IDP versus DP is only realized for large problems, when reducing memory bandwidth requirements pay off.
- We make our code publicly available at the following URL: https://github.com/CoalitionStructureGeneration/DPIDP.

The rest of the chapter is organized as follows. First we present an introduction to the Coalition Structure Generation Problem. Then we show how this problem is tackled by Dynamic Programming algorithms. Thereafter we show details of our optimizations in sequential and propose a method to parallelize DP/IDP. Finally we end with an experimentation section where we characterize the algorithm performance.

### 3.2 Coalition Formation

The multi-agent systems research field belongs to the artificial intelligence area where agents are autonomous software entities coexisting in a closed system. Agents have an individual vision of their environment and they have their own goals, preferences, beliefs and capabilities [Shoham and Leyton-Brown, 2008].

Agents are able to interact with other agents in order to satisfy its own goals. In fact, one of the key aspects of the multi-agents research field is the ability of the agents to communicate between themselves in order to satisfy their individual or collective objectives. Collaboration can be useful if the agents are cooperative where they pursue a shared goal but also if they are selfish, since their own goals may exceed agent sole capabilities.

Agents collaborate following different paradigms, every one has its strengths and weaknesses [Horling and Lesser, 2004]. One of the paradigms of major success is the formation of coalitions where a group of agents establish a collabora-
tion in order to satisfy a common objective for a given period of time.

Coalition Formation is a potential method for face a substantial scope of applications including distributed vehicle routing [Sandholm and Lesser, 1997], cooperative transmission in wireless networks [Han and Poor, 2009], task allocation [Shehory and Kraus, 1998], among many others.

According to [Sandholm and Lesser, 1997] the coalition formation process involves three main activities.

- **The Coalition Structure Generation.** All the agents are grouped in teams forming a structure of exhaustive and disjoints groups where all the members of a group collaborate to reach a given goal. Some coalitions are preferred than others and they are scored in order to evaluate them. Scores can be defined by a designer of the system or by the agents themselves. An optimal Coalition Structure is a structure that maximizes the global score of the every all the possible coalitions.

- **Solving the optimization problem in every coalition.** The agents members of a coalition start to collaborate to solve a specific problem. There is no collaboration with agents outside the coalition.

- **Dividing the reward of every coalition.** Members of a coalition get benefit of the coalition gain reached thanks to the coalition. This gain can be evenly distributed among agents or with an agreed distribution in advance.

The Coalition Structure Generation is a computational-intense process that can be modeled as a cooperative game. If the valuations of every coalitions is influenced by the rest of coalitions, then the model is based on partition function games [Thrall and Lucas, 1963] if by the contrary, valuations depends only on the members of each coalition, then this situation is modeled as a characteristic function game.

We tackle the Coalition Structure Generation Problem as characteristic function game. In particular we are interested in optimizing exact algorithms able to solve the Coalition Structure Generation. This problem is equivalent to the Complete Set Partitioning [Lin, 1975], it is also identical to the Winner Determination Problem in Combinatorial Auctions [Lehmann et al., 2006].

### 3.3 Key Definitions

Let us define some role-playing entities involved in the Coalition Structure Generation process for multi-agent systems.

- **Agent** ($a_x$): A single agent. E.g. Ann or Bob.
• Agent Set \((A)\): The set of all available agents. \(A = \{a_1, a_2, \ldots, a_n\}\).
  E.g. \(A = \{\text{Ann, Bob, Chris, Dave}\}\).

• Coalition \((C)\): \(C \subseteq A\). \(C\) is a subset of \(A\) that contains the agents participating in a coalition.
  E.g. \(C = \{\text{Ann, Chris, Dave}\}\).

• Split: Is the operation performing a binary partition of a coalition.
  E.g. \(\{\text{Ann, Chris, Dave}\} \rightarrow (\{\text{Ann}\}, \{\text{Chris, Dave}\})\).

• Splitting: Is the result of the split operation. A splitting is a 2-tuple represented by \((C_1, C_2)\). \(C = C_1 \cup C_2\) where \(|C_1|, |C_2| > 0\), \(C_1 \cap C_2 = \emptyset\).
  E.g. \((\{\text{Ann}\}, \{\text{Chris, Dave}\})\) or \((\{\text{Ann, Chris}\}, \{\text{Dave}\})\).

• Coalition Structure \((CS)\): Is a collection of disjoint Coalitions such that their union constitute the Agent Set.
  E.g. \((\{\text{Ann}\}, \{\text{Bob}\}, \{\text{Chris, Dave}\}\))

• The evaluation function of a single coalition \((v(C))\), or simply the value of a coalition: Is a function returning a value representing the reward of this coalition. We will assume that this function reads values from a table.

• The evaluation function of a CS \((V(CS))\), or the value of a CS. Is a function returning a value representing the reward of a coalition structure. It is computed by adding the values of all the CS member coalitions.

• The set of all possible CSs \((\Pi^A)\): Is a set that contains all the possible coalition structures over the Agent Set.

The Coalition Structure Generation problem is formally defined as the problem of finding a Coalition Structure \((CS)\) over the Agents \((A)\) with maximal value. This maximal CS is named optimal and it is denoted by \(CS^*\).

\[
CS^* = \arg\max_{CS \in \Pi^A} V(CS) \quad (3.1)
\]

the value of a given CS is determined by the value of all included coalitions.

\[
V(CS) = \sum_{C \in CS} v(C) \quad (3.2)
\]

As an example, consider an agent set of size 4 whose agents are \(A = \{a_1, a_2, \ldots, a_n\}\). Agents can establish coalitions with other agents in order to perform a task. Every possible coalition has a particular value associated, those values are shown in the table 3.1. The goal of the CSG problem is to find the coalition structure providing maximum global satisfaction. From Table 3.1 one can notice that the coalition formed by \(\{a_2, a_3\}\) has lower value than the sum of \(v(\{a_2\})\) and \(v(\{a_3\})\), meaning that agents \(a_2\) and \(a_3\) prefer to work alone rather than collaborate. Just
looking at the values on the table one can realise the difficulty of the problem, even for this moderated size.

<table>
<thead>
<tr>
<th>C</th>
<th>v(C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>{a_1}</td>
<td>33</td>
</tr>
<tr>
<td>{a_2}</td>
<td>39</td>
</tr>
<tr>
<td>{a_3}</td>
<td>13</td>
</tr>
<tr>
<td>{a_4}</td>
<td>40</td>
</tr>
<tr>
<td>{a_1,a_2}</td>
<td>87</td>
</tr>
<tr>
<td>{a_1,a_3}</td>
<td>87</td>
</tr>
<tr>
<td>{a_1,a_4}</td>
<td>70</td>
</tr>
<tr>
<td>{a_2,a_3}</td>
<td>36</td>
</tr>
<tr>
<td>{a_2,a_4}</td>
<td>52</td>
</tr>
<tr>
<td>{a_3,a_4}</td>
<td>67</td>
</tr>
<tr>
<td>{a_1,a_2,a_3}</td>
<td>97</td>
</tr>
<tr>
<td>{a_1,a_2,a_4}</td>
<td>111</td>
</tr>
<tr>
<td>{a_1,a_3,a_4}</td>
<td>100</td>
</tr>
<tr>
<td>{a_2,a_3,a_4}</td>
<td>132</td>
</tr>
<tr>
<td>{a_1,a_2,a_3,a_4}</td>
<td>151</td>
</tr>
</tbody>
</table>

Table 3.1: Coalition values for a CSG problem of size 4.

3.4 Algorithms to Solve the CSG

*Combinatorial Optimization* problems contain solutions belonging to the discrete space. This imply that every possible solution can be enumerated and evaluated. Therefore the most simple -and inefficient- approach to solve the problem is a brute-force algorithm that explores all the possible partitions of the Agent Set in Coalition Structures. Unfortunately the number of possible CS is a very large number known as bell number and denoted by $B_n$, satisfying the inequation:

$$\alpha n^{n/2} \leq B_n \leq n^n$$

where $n$ is the number of agents and $\alpha$ is a positive constant [Sandholm et al., 1999].

3.4.1 Dynamic Programming Algorithms

Dynamic Programming algorithms are able to reach the optimal solution performing an exhaustive search of the space of solutions. Several algorithms following a Dynamic Algorithms strategy has been proposed so far.
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The first Dynamic Programming algorithm able to solve the Coalition Structure Generation problem was the DP algorithm [Yun Yeh, 1986].

3.4.2 DP Algorithm

The DP [Yun Yeh, 1986] algorithm uses Dynamic Programming to find the optimal solution of the problem. For a given input data, DP first evaluates all the possible coalitions of size 2. For each possible pair of agents \( a_x \) and \( a_y \), DP evaluates if it is better to form a coalition or not. This is done by comparing \( \text{value}([a_x, a_y]) \) with \( \text{value}([a_x]) + \text{value}([a_y]) \). The maximum value represents the preferred formation and substitutes the previous \( \text{value}([a_x, a_y]) \).

After evaluating all coalitions of size 2, DP starts evaluating all possible coalitions of size 3, saving the maximum between \( \text{value}([a_x, a_y, a_z]) \) and all its possible splittings. There are three ways to split the coalition: \( \{a_x, a_y\} + \{a_z\} \), \( \{a_x, a_z\} + \{a_y\} \) and \( \{a_x\} + \{a_y, a_z\} \). Note that all the splittings for coalitions of size 3 have at most 2 elements. Since DP evaluates the coalitions of size 3 after evaluating and finding optimal values for coalitions of size 2, the new coalition values computed for size 3 will also be optimal. This process is repeated increasing the size of the coalitions (\( m \)).

Algorithm 1 Pseudo-code of the DP Algorithm

```
1: for m = 2 \rightarrow n do
2: for C ← coalitionsOfSize(m) do \triangleright (\binom{n}{m}) iterations
3:     max_value ← value[C]
4:     C_1 ← getFirstSplit(C)
5:     while (C_1) do \triangleright 2^{m-1} - 1 iterations
6:         C_2 ← C - C_1
7:         if (max_value < value[C_1] + value[C_2]) then
8:             max_value ← value[C_1] + value[C_2]
9:         end if
10:        C_1 ← getNextSplit(C_1)
11:     end while
12:     value[C] ← max_value
13: end for
```

The DP algorithm (see Algorithm 1) is composed of three nested loops: (i) the outer loop (line 1), where coalition size (\( m \)) grows from 2 to the total number of agents (\( n \)), (ii) the intermediate loop (line 2), where all coalitions of size \( m \) are generated, a total of \( \binom{n}{m} \), and (iii) the inner loop (line 5), where each coalition is split and evaluated, a total of \( 2^{m-1} - 1 \) splittings. The temporal complexity of the DP algorithm is determined by these three loops: \( \Theta(3^n) \).

Table 3.2 shows a trace of the DP algorithm for a problem of size 4. Where
3.4. ALGORITHMS TO SOLVE THE CSG

| Coalition size selection | Coalition Generation (A) | Value of splittings (vs) | Stored value max(|v|, vs) |
|-------------------------|--------------------------|--------------------------|--------------------------|
| m=2                    | \{a_1, a_2\} | 87          | v\{a_1\} + v\{a_2\} = 72 | 87                       |
|                         | \{a_1, a_3\} | 87          | v\{a_1\} + v\{a_3\} = 46 | 87                       |
|                         | \{a_1, a_4\} | 73          | v\{a_1\} + v\{a_4\} = 73 | 73                       |
|                         | \{a_2, a_3\} | 52          | v\{a_2\} + v\{a_3\} = 52 | 52                       |
|                         | \{a_2, a_4\} | 67          | v\{a_2\} + v\{a_4\} = 53 | 67                       |
| m=3                    | \{a_1, a_2, a_3\} | 97          | v\{a_1\} + v\{a_2, a_3\} = 85 | 97                       |
|                         | \{a_1, a_2, a_4\} | 111         | v\{a_1\} + v\{a_2, a_4\} = 98 | 111                      |
|                         | \{a_1, a_3, a_4\} | 100         | v\{a_1\} + v\{a_3, a_4\} = 100 | 100                      |
|                         | \{a_2, a_3, a_4\} | 132         | v\{a_2\} + v\{a_3, a_4\} = 106 | 132                      |
| m=4                    | \{a_1, a_2, a_3, a_4\} | 151         | v\{a_1\} + v\{a_2, a_3, a_4\} = 152 | 166                      |

Table 3.2: Trace of execution of a problem of size 4.
the optimal coalition structure have a value of 166 units. Finding what are the members of the coalition structure can be retrieved navigating backwards. Starting for the bigger size split, we know that best splitting of the last level is \{\{a_2\},\{a_1,a_3,a_4\}\}. From there we inspect the two members of the splitting, i.e. \{a_2\} and \{a_1,a_3,a_4\}. The first member is a size-one coalition, thus is already optimal meanwhile the second one has three members. So we will need to look at the splittings of this particular coalition. Looking at the table we see that the best splitting \{a_1,a_3,a_4\} is \{\{a_4\},\{a_1,a_3\}\}. Now we have again two members of the splitting, but both are optimal. So the best coalition structure will be \{\{a_2\},\{a_4\},\{a_1,a_3\}\}

### 3.4.3 IDP Algorithm

While DP generates all the possible splittings of each coalition, IDP [Rahwan and Jennings, 2008b] introduces conditions to avoid the generation and evaluation of a large amount of splittings. The performance advantage of IDP is a reduction in the total number of operations and memory accesses. Overall, IDP explores only between 38% and 40% of the splittings explored by DP for problems from 22 to 28 agents. Algorithm 2 presents the pseudo-code of IDP, where the main changes are the filters introduced on lines 4 and 6.

**Algorithm 2** Pseudo-code of the IDP Algorithm

```plaintext
1: for m = 2 \to n do
2:   for C ← coalitionsOfSize(m) do \hfill \triangleright (\binom{n}{m}) iterations
3:     max_value ← value[C]
4:     (lower_bound, high_bound) ← IDPBounds(n, m)
5:     C_1 ← getFirstSplit(C, lower_bound)
6:     while (sizeOf(C_1) ≤ high_bound) do
7:       C_2 ← C − C_1
8:       if (max_value < value[C_1] + value[C_2]) then
9:         max_value ← value[C_1] + value[C_2]
10:    end if
11:    C_1 ← getNextSplit(C_1, C)
12:  end while
13:  value[C] ← max_value
14: end for
15: end for
```

### 3.5 Single-Thread Implementation

In this section we analyze the operations of generating and evaluating splittings inside the inner loop, which consumes \approx 99\% of the execution time. We com-
pare two suitable options and analyze their performance and the impact of the memory access pattern.

3.5.1 Data Representation

The coalitions and their associated values are stored in a vector. A coalition is represented using an integer index where the bit at position $x$ of the index indicates that agent $x$ is a member of the coalition. The index determines the vector element containing the coalition value. Using this representation, the input of the CSG problem fits into a vector of $2^n - 1$ positions. With coalitions represented by 4-byte words, we can run problems up to 32 agents.

3.5.2 Splitting Generation

The splitting generation problem can be reduced to the subset enumeration problem, since each coalition splitting is composed by a subset, $C_1$, and its complementary, $C_2$. Generating all the subsets $C_1$ from a coalition $C$ and then calculating the complementary $C_2 = C - C_1$, though, would produce the same splitting twice: once for each of the splitting subsets. We remove one element from the coalition (the agent with the highest rank) when performing the subset enumeration, so that the removed element is never part of the enumerated subset and always belongs to its complementary.

There exist several ways of enumerating subsets [Loughry et al., 2000], like banker’s sequence, lexicographical order, and gray codes. The banker’s sequence seems a suitable option for IDP, since it generates the splittings in growing order of $|C_1|$, and then simplifies the filtering of splittings by its size. Figure 3.1a shows a scheme of the banker’s sequence operation for $C = \{a_1, a_4, a_5, a_6, a_7\}$, and assuming that only coalitions with $|C_1| = 2$ need to be evaluated. Note that element $a_7$ is always assigned to the complementary subset (lighted colour). The generation starts directly from the first splitting of size $|C_1| = 2$, follows with the remaining $(\binom{5}{2} - 1)$ subsets of the same size, and stops before generating the first subset of size 3. The code does not waste instructions generating useless subsets.

When generating splittings in lexicographical order (see Fig. 3.1b), some filtering code is required to check that the size of the splitting ranges between a given pair of bounds. Execution resources are wasted to generate splittings that are then discarded, and to perform the filter check. In Fig. 3.1, only 6 out of 14 splittings are actually needed (note the check and discard crossed signs).

Both methods were implemented using recurrent functions that calculate the next splitting from the previous one. The lexicographical order was implemented
Figure 3.1: a) Banker’s sequence versus b) lexicographical order.
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with a few number of very simple operations: \( C_1 \leftarrow (C_1 + C^{**}) \text{ AND } C \), where \( C^{**} \) is the two’s complement of \( C \), that can be precalculated for all the splittings of a given coalition. The whole splitting code requires only few machine code instructions in a current x86 ISA. On the other hand, our implementation of banker’s sequence, an improved version of the algorithm published in [Loughry et al., 2000], required, on average, 6 times more instructions. More details about the implementation, like the usage of a special population count instruction for computing \(|C_1|\), can be found in the published code.

```
.L72:
  01  addl  %r10d, %edx
  02  movl  %eax, %ecx
  03  andl  %eax, %edx
  04  subl  %edx, %ecx
  05  movslq %edx, %r9
  06  movslq %ecx, %rcx
  07  movl  (%r8,%rcx,4), %ecx
  08  addl  (%r8,%r9,4), %ecx
  09  cmpl  %ecx, %esi
 10  cmovl  %ecx, %esi
 11  addl  $1, %edi
 12  cmpl  %r13d, %edi
 13  jbe  .L72
```

3.5.3 Memory Accesses

All memory accesses correspond to reads from the vector of coalition values performed in the inner loop of the algorithm, and a few writes on the intermediate loop. The total number of data read operations done by the DP algorithm is around \(2 \times 3^n\). As explained above, IDP evaluates only a subset of the splittings, corresponding to 38%-40% of the read operations performed by DP.

The memory-level parallelism of the algorithm is moderate. The inner loop recurrence can generate multiple independent read requests, without having to wait for data, subject to storage availability for pending requests and for the window of instructions blocked on those data.

The data-reuse degree of the algorithm is high. There are \(2^n\) elements in the value vector, and so the average number of reads to the same data item is \(\approx 2 \times (3/2)^n\) (\(\approx 100,000\) for \(n = 27\)). However, accesses to the same item are scattered in time, specially when the algorithm analyzes medium- or large-size coalitions. The combinatorial nature of the problem involves a pseudo-random
read access pattern, where reads that are consecutive in time refer to data from distant positions in memory.

The bad performance behavior of the memory access pattern arises for vectors that do not fit into the processor’s cache. The vector size is $2^{n+2}$ bytes, which is 16 MBytes for $n=22$. For larger $n$’s an important amount of vector accesses will miss the cache and will request a full 64-Byte cache block to DRAM. This creates both latency and bandwidth problems. The moderate memory-level parallelism helps hiding part of the DRAM latency but, as we will show later, an important amount of this latency is exposed in the execution time. Also, given the lack of spatial locality, most of the 64-Byte block read from DRAM will be unused. In the worst situation, only 4 Bytes out of 64 will be used, giving a bandwidth efficiency of $1/16 = 0.0625$.

### 3.6 Multi-thread Implementation

This section analyzes the algorithm’s data workflow in order to find its potential thread-level parallelism (TLP). Exploiting concurrency efficiently is not straightforward, and a new method to generate coalitions is devised. Finally, potential performance problems are described.

#### 3.6.1 Identifying Sources of TLP

The simplest and most efficient approach is always to parallelize the outer loop of a program. DP and IDP, though, exhibit loop-carried dependencies on the outer loop: the optimal values for coalitions of size $m$ must be generated before using them for generating the optimal values for coalitions of size $m + 1$.

The intermediate loop generates all the coalitions of a given size, and for each coalition it analyzes all the splittings of certain sizes. Tasks corresponding to coalitions are independent: they only modify the value associated to the coalition, and only read values corresponding to coalitions of lower size. Therefore, there cannot exist read-after-write (RAW) dependencies nor any other false data dependence among the tasks. However, the single-thread code was designed to accelerate coalition generation by using an inherently sequential algorithm that uses the previous coalition to generate the next one in lexicographical order. The next subsection describes a method for breaking this artificial dependence.
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3.6.2 Speeding up Work Distribution Among Threads

Assume we have \( t \) threads and we want each thread to evaluate a disjoint set of coalitions. We must distribute work to assure good load balance, and do it in a fast and efficient way. Table 3.3 illustrates the generation of all the possible coalitions of size \( m = 3 \) from a set of \( n = 6 \) agents. The single-thread code implements a sequential algorithm to generate in lexicographical order all \( \binom{n}{m} = 20 \) coalitions, represented as bitmaps in the binary encoding columns of Table 3.3. In practice, we must calculate \( \text{cnt} = \binom{n}{m} \) and then assign \( \text{cnt} / t \) coalitions to each thread. Once a thread obtains its starting position in the coalition series, say \( k \), it can generate the whole range with the fast sequential method. But we need an efficient strategy to generate the \( k \)th coalition without having to compute all the previous coalitions from the beginning.

<table>
<thead>
<tr>
<th>Order Encoding</th>
<th>Coalitions</th>
<th>Order Encoding</th>
<th>Coalitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(k) Bin Dec</td>
<td></td>
<td>(k) Bin Dec</td>
<td></td>
</tr>
<tr>
<td>1. . .111</td>
<td>{a_1, a_2, a_3}</td>
<td>11. . .111.14</td>
<td>{a_2, a_3, a_4}</td>
</tr>
<tr>
<td>2. .1111</td>
<td>{a_1, a_2, a_4}</td>
<td>12. .1.11.22</td>
<td>{a_2, a_3, a_5}</td>
</tr>
<tr>
<td>3. .1111</td>
<td>{a_1, a_2, a_5}</td>
<td>13. .11.1.38</td>
<td>{a_2, a_3, a_6}</td>
</tr>
<tr>
<td>4. 11111</td>
<td>{a_1, a_2, a_6}</td>
<td>14. .111.26</td>
<td>{a_2, a_4, a_5}</td>
</tr>
<tr>
<td>5. .1111</td>
<td>{a_1, a_3, a_4}</td>
<td>15. .1111.42</td>
<td>{a_2, a_4, a_6}</td>
</tr>
<tr>
<td>6. .1111</td>
<td>{a_1, a_3, a_5}</td>
<td>16. .1111.50</td>
<td>{a_2, a_5, a_6}</td>
</tr>
<tr>
<td>7. 11111</td>
<td>{a_1, a_3, a_6}</td>
<td>17. .11111.28</td>
<td>{a_3, a_4, a_5}</td>
</tr>
<tr>
<td>8. .1111</td>
<td>{a_1, a_4, a_5}</td>
<td>18. .11111.44</td>
<td>{a_3, a_4, a_6}</td>
</tr>
<tr>
<td>9. 1.111</td>
<td>{a_1, a_4, a_6}</td>
<td>19. .11111.52</td>
<td>{a_3, a_5, a_6}</td>
</tr>
<tr>
<td>10. 1111</td>
<td>{a_1, a_5, a_6}</td>
<td>20. 111111.56</td>
<td>{a_4, a_5, a_6}</td>
</tr>
</tbody>
</table>

Table 3.3: Coalitions generated using lexicographical order.

Algorithm 3 describes \( \text{getCoalition}(n, m, k) \), a function that generates the \( k \)th coalition in lexicographical order of \( m \) elements from a set of \( n \). The description is done recursively to help understand how it works, although the actual implementation is iterative in order to improve its performance. The coalition is created recursively, bit by bit, starting from the least significant bit and considering \( \binom{n}{m} \) possibilities. The first half of the possible coalitions have the less significant bit set to 1. If the requested rank, \( k \), is lower than or equal to \( h=1/2\times\binom{n}{m} \), then the bit is set to 1, and \( m \) is decremented by one. Otherwise, the bit is set to zero, and the rank \( k \) is reduced to \( k-h \). Each recursive call decrements the number of bits to consider to \( (n-1) \).
Algorithm 3 pseudocode of \texttt{getCoalition}(n, m, k)

1: if ((m == 0) OR (k == 0)) then
2: \hspace{1em} return 0
3: \hspace{1em} end if
4: \hspace{1em} h ← \frac{n - 1}{m - 1}
5: if (k ≤ h) then
6: \hspace{1em} return 1 + 2 \times \texttt{getCoalition}(n - 1, m - 1, k)
7: \hspace{1em} end if
8: return 2 \times \texttt{getCoalition}(n - 1, m, k - h)

3.6.3 Potential Parallel Performance Hazards

The first and last iterations of the outer loop exhibit few TLP, compromising the efficiency of the parallel execution. We tuned the implementation so that threads are launched in parallel only for iterations that have a minimum amount of work. A minor problem is the need for a few number of synchronization barriers at the end of every iteration of the outer loop. They can be neglected, except for very small problem sizes.

An important performance issue is the occurrence of false cache sharing misses. They occur when different threads update different positions in the vector of values that happen to be mapped to the same cache line.

Finally, there is also the issue of true cache sharing. Threads generate values for coalitions of size \(m\) that are stored into local caches. When all the threads need to access those values for handling larger coalitions, data has to be moved from local storage to all the execution cores.

3.7 Experimental Results

The computer system used in our experiments is a dual-socket Intel Xeon E5645, each socket containing 6 Westmere cores at 2.4 GHz, and each core executing up to 2 H/W threads using hyperthreading (it can simultaneously execute up to 24 threads by H/W). The Last Level Cache (LLC) provides 12 MiB of shared storage for all the cores in the same socket. 96 GiB of 1333-MHz DDR3 RAM is shared by the 2 sockets, providing a total bandwidth of 2\times32 GB/sec. The Quickpath interconnection (QPI) between the two sockets provides a peak bandwidth of 11.72 GB/sec per link direction.

Input data was created using a uniform distribution as described by [Larson and Sandholm, 2000] for problem sizes \(n = 18\ldots27\).
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3.7.1 Single-Thread Execution

DP and IDP were executed using both the banker’s and lexicographical splitting generation methods. Figure 3.2 plots the execution time in logarithmic scale for the four algorithmic variants. Lexicographic order is around 7x to 11x faster than banker’s and, therefore, in what remains of chapter we will use the first splitting method.

Figure 3.3 represents the execution time of DP and IDP divided by $3^n$ (algorithmic complexity). This metric evaluates the average time taken by the program to execute a basic algorithmic operation, in this case a splitting evaluation. It is similar to the CPI (Cycles Per Instruction) metric, but at a higher level. The metric helps identifying performance problems at the architecture level. Figure 3.3 shows two different problem size regions: those that fit into the LLC ($n<22$), and those that do not. A small problem size determines a computation-bound scenario, where DP slightly outperforms IDP, even when it executes around 20% more instructions. The reason is that IDP is penalized by a moderate number of branch mispredictions.

Large problem sizes determine a memory-bound scenario, where IDP amortizes its effort on saving expensive memory accesses to outperform DP by 40-50%. Figure 3.4 shows the effective memory bandwidth consumption seen by the programs. The shape of the curves can be deduced from Figure 3.3, but we are interested on the actual values. The effective bandwidth ranges between 0.5 and 1.0 GB/sec. A small fraction of this bandwidth comes from the LLC and lower-level caches, and the remaining fraction comes from DRAM. Even considering the worst case described in section 3.3, that only 4 bytes out of the 64-Byte cache block are effectively used, it is still a very small value compared
Figure 3.3: Time / Complexity $\Theta(3^n)$.

Figure 3.4: Effective Memory Bandwidth (GB/s).
to the peak 32 GB/sec. The conclusion is that DRAM latency is the primary performance limiter. Results on the next subsection corroborate this conclusion.

3.7.2 Multi-Thread Execution

We focus our multi-thread analysis on IDP, which outperforms DP for interesting problem sizes. We run IDP using \( t = 6, 12, \) and 24 threads. The case \( t = 6 \) corresponds with using a single processor socket. The case \( t = 12 \) uses only one socket but also exploits its hyperthreading capability. Finally, \( t = 24 \) is an scenario where all 2 sockets have their 6 cores running 2 threads each, using hyperthreading. Figure 3.5 shows the speedup compared to the single-thread execution. Again, distinguishing between small and big problem sizes is useful.

![Figure 3.5: Single-thread IDP versus 6-, 12- and 24-thread IDP execution](image)

The \( t = 6 \) configuration provides a speedup of 5 for small problems, and lower than 4 for large problems. The \( t = 12 \) configuration further increases performance around 60% for small problems, and 30% for bigger problems. The fact that executing two threads per core do improves performance corroborates previous latency limitations, since hyperthreading is a latency-hiding mechanism. It also indicates that 6 threads do not generate enough LLC and DRAM requests to fully exploit the available LLC and DRAM bandwidth.

The effective memory bandwidth achieved with 12 threads is around 2.5 GB/sec for the bigger problem sizes, or around 13 times lower than the peak achievable bandwidth. Given the lack of spatial locality of DRAM accesses, we are probably reaching the maximum bandwidth available for the pseudo-random memory access pattern of the problem.

The \( t = 24 \) configuration checks the benefit of using a second socket. Per-
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Performance is highly penalized for small problems, due to the overhead of communication traffic along the QPI links for both false and true cache sharing coherence. On average, half of the data accessed by a thread is fetched from the other socket. Compared to the single-socket scenario, where all data is provided from local caches, performance drops up to 7 times for very small problems.

Large problems benefit very little from a second socket, with improvements near to 10%. The advantage of the 2-socket configuration is that the available DRAM bandwidth is duplicated, and the overhead due to coherence traffic is not so important, given that most of the data is obtained from DRAM. Anyway, the small performance gain does not justify using a second socket. Again, the symmetric, scattered memory access pattern does not fit well with the NUMA hierarchy. We are currently working on a way to partition data that reduces communication between sockets.

3.8 Conclusions

In this chapter we present an optimized implementation of the DP and IDP algorithm and a novel contribution describing the first parallel version of DP and IDP.

Our implementations clearly outperform the results found in the literature. According to [Rahwan et al., 2007], they need around 2 months to solve a CSG problem with 27 agents using IDP (2.5 days in selected distributions with IP algorithm), in some unspecified computer, and using an IDP implementation which code is not provided. Our best single-thread implementation solves a same sized CSG problem in 5.8 hours. The multi-core implementation reduces execution time to 1.2 hours. Therefore, we claim that our implementation is the fast implementation of IDP published so far. We have made available to the community our source code.

We have analyzed the bottlenecks of DP and IDP. The pseudo-random memory access pattern lacks locality, and exploits the memory system capabilities very inefficiently. The latency tolerance ability of multi-threading improves performance on a multi-core processor. However, a dual-socket NUMA system is not appropriate for solving neither small nor big problems. The use of GPUs or accelerators with massive thread parallelism can obtain benefits from some of the core operations that have been described here, in fact our work has set the grounds for a GPU implementation described at [Svensson et al., 2013].
Chapter 4

Large Scale Combinatorial Auctions

4.1 Chapter Overview

In this chapter we study a variation of the Coalition Structure Generation: The Winner Determination Problem (WDP) in Combinatorial Auctions (CA). Both problems are identical in terms of their formulation, but in practice they differ in terms of scale and distribution.

While in the Coalition Structure Generation we faced a problem where all the possible combinations were evaluated, in the case of the WDP CA’s there are -in the general case- only a subset of the possible combinations defined.

A standard and well-known method to solve WDP for CAs is to use search algorithms. A common practice is to improve search algorithms by the use of a heuristic and a bounding mechanism. It is also a common practice to use Linear Programming (LP) relaxations as a method to compute those bounds as well as offer support to the heuristic. Classic and yet very used algorithms to compute LP relaxations are Simplex based methods and interior-points methods (also known as barrier) [Nesterov and Nemirovskii, 1994].

We show that off-the-shelf commercial solvers implementing simplex and barrier such as IBM ILOG CPLEX [Ibm, 2011] or Gurobi [Optimization, 2017] are well suited for solving WDP for CA when the problem size is moderated (i.e. few hundreds of variables and constraints).

However, as long as the problem becomes bigger they lose potential in front
of other methods. More specifically, we find convex optimization methods that are able to deliver a better response than CPLEX or GUROBI when computing an LP relaxation on a large-scale Combinatorial Optimization problem.

$AD^3$ [Martins et al., 2014] is a Convex Optimization Graph-based Algorithm that has successfully applied in the domain of Natural Language Processing. It has interesting properties, such as fast convergence to a solution and a novel way of organizing the computation. Its source code is freely accessible.

The main purpose of this chapter is to demonstrate that the optimization and parallelization of $AD^3$ can deliver enormous benefits when solving relaxations of large-scale Combinatorial Optimization problems, and in particular WDPs in large-scale CAs. For solving this problem we use a simplified version of $AD^3$ that assumes that all the factors are factors implementing the same function. The $AtMostOne$ function.

We make the following contributions:

- We show how to encode the WDP for CAs so that it can be approximated by $AD^3$. For this endeavor we employ the computationally-efficient factors provided by $AD^3$ to handle hard constraints.
- We propose an optimized, parallel implementation of $AD^3$, the so-called $PAR-AD^3$. Our implementation is based on a mechanism for distributing the computations required by $AD^3$ as well as on a data structure organization that together favor parallelism. $PAR-AD^3$ delivers an average speedup of 3X using one thread and an additional 4.8X in a 6-core computer, delivering an average speedup of 14.4X in the mentioned 6-core computer.
- We show that while $AD^3$ is up to 12.4 times faster than CPLEX in a single-thread execution, $PAR-AD^3$ is up to 23 times faster than parallel CPLEX in an 8-core architecture\(^1\). Therefore $PAR-AD^3$ becomes the algorithm of choice to solve large-scale WDP LP relaxations.
- We make our code publicly available at the following URL: https://github.com/parad3-wdp/ca.

To summarize, our results indicate that $PAR-AD^3$ obtains significant speed-ups on multi-core environments, hence increasing $AD^3$’s scalability and showing its potential for application to large-scale Combinatorial Optimization problems in particular and for large-scale coordination problems that can be cast as Combinatorial Optimization problems.

The rest of the chapter is organized as follows. First, we introduce some background on $AD^3$. Next, we detail how to encode the WDP for CAs by

\(^1\)The use of different architectures –6-core or 8-cores– to perform different experiment responds solely to our computational resources availability.
4.2 Introduction

Auctions are a standard technique to solve coordination problems that has been successfully employed in a wide range of application domains [Parsons et al., 2011]. Combinatorial auctions (CAs) [Cramton et al., 2006] are a particular type of auctions that allow to allocate entire bundles of items in a single transaction. Although computationally very complex, auctioning bundles has the great advantage of elimanating the risk for a bidder of not being able to obtain complementary items at a reasonable price in a follow-up auction (think of a CA for a pair of shoes, as opposed to two consecutive single-item auctions for each of the individual shoes). CAs are expected to deliver more efficient allocations than non-combinatorial auctions complementarities between items hold.

CAs have been also employed to solve a variety of coordination problems (e.g. transportation [Sheffi, 2004], emergency resource coordination in disaster management [Ramchurn et al., 2008], or agent coordination in agent-driven robot navigation [Sierra et al., 2001]). However, although such application domains claim to be large-scale, namely involving thousands and even millions of bids, current results indicate that the scale of the CAs that can be optimally solved is small [Leyton-Brown et al., 2009, Ramchurn et al., 2009]. For instance, CPLEX (a state-of-the-art commercial solver) requires a median of around 3 hours to solve the integer linear program encoding the Winner Determination Problem (WDP) of a hard instance of a CA with only 1000 bids and 256 goods. This fact seriously hinders the practical applicability of current solvers to large-scale CAs.

Linear Programming (LP) relaxations are a standard method for approximating Combinatorial Optimization problems in computer science [Bertsimas and Tsitsiklis, 1997]. Yanover et al. [Yanover et al., 2006] report that realistic problems with a large number of variables cannot be solved by off-the-shelf, commercial LP solvers (such as CPLEX). Instead, they propose the usage of TRBP, a message-passing, dual-decomposition algorithm, to solve LP relaxations, and show that TRBP significantly outperforms CPLEX. Since then, many other message-passing and dual decomposition algorithms have been proposed to address this very same problem [Kolmogorov, 2006, Komodakis et al., 2007, Globerson and Jaakkola, 2008, Rush et al., 2010]. The advantage over other approximate algorithms is that the underlying optimization problem is well-understood and the algorithms are convergent and provide certain guarantees. Moreover, there are ways of tightening the relaxation toward
the exact solution [Sontag et al., 2012].

In order to solve LP relaxations, there has been a recent upsurge of interest in the Alternating Direction Method of Multipliers (ADMM), which was invented in the 1970s by Glowinski and Marroco [Glowinski and Marroco, 1975] and Gabay and Mercier [Gabay and Mercier, 1976]. As discussed in [Boyd et al., 2011], ADMM is specially well suited for application in a wide variety of large-scale distributed modern problems. Along this line, Martins has proposed AD$^3$ [Martins et al., 2014], a novel algorithm based on ADMM, which proves to outperform off-the-shelf, commercial LP solvers for problems including declarative constraints. AD$^3$ has the same modular architecture of previous dual decomposition algorithms, but it is faster to reach consensus, and it is suitable for embedding in a Branch-and-bound procedure toward the optimal solution. Martins derives efficient procedures for handling logic factors and a general procedure for dealing with dense, large, or combinatorial factors. Notice that until [Martins, 2012b], the handling of declarative constraints by message-passing algorithms was barely addressed, and not well understood. This hindered their application to combinatorial auction WDPs, which typically require this type of constraints. Therefore, AD$^3$ constitutes a promising tool to solve WDPs in CAs.

As discussed in [Martins, 2012b] (see section 7.5), AD$^3$ is largely amenable to parallelization, since AD$^3$ separates an optimization problem into sub-problems that can be solved in parallel. Nonetheless, to the best of our knowledge there is no parallel implementation of AD$^3$. Therefore, the potential speedups that AD$^3$ may obtain when running on multi-core environments remain unexplored. And yet, this path of research is encouraged by recent experiences in parallelization of ADMM applied to solve an unconstrained optimization problem [Miksik et al., 2014]. Indeed, Miksik et al. show that a parallel implementation of ADMM delivers large speedups for large-scale problems. Notice though that the work in [Miksik et al., 2014] cannot be employed to solve the WDP for CAs because it cannot handle hard constraints.

4.3 Background

Graphical models are widely used in computer vision, natural language processing and computational biology, where a fundamental problem is to find the maximum a posteriori probability (MAP) given a Factor Graph. Since finding the exact MAP is frequently an intractable problem, significant research has been carried out to develop algorithms that approximate the MAP.

Linear Programming (LP) relaxations have been extensively applied to approximate the MAP for graphical models since [Santos Jr, 1991]. Typically, such application domains lead to sparse problems with a large number of variables
and constraints (i.e beyond $10^4$). As shown in [Yanover et al., 2006], message passing algorithms have been proved to outperform state-of-the-art commercial LP solvers (such as e.g. CPLEX) when approximating the MAP for large-scale problems. This advantage stems from the fact that message-passing algorithms better exploit the underlying graph structure representing the problem.

Along this direction, several message passing algorithms have been proposed in the literature: ADMM [Eckstein and Bertsekas, 1992], TRBP [Wainwright et al., 2003], MPLP [Globerson and Jaakkola, 2008], PSDD [Komodakis et al., 2007], Norm-Product BP [Hazan and Shashua, 2010], and more recently Alternate Direction Dual Decomposition ($AD^3$) [Aguiar et al., 2011].

As discussed in [Martins et al., 2014], the recently-proposed $AD^3$ has some very interesting features in front of other message passing algorithms: it reaches consensus faster than other algorithms such as ADMM, TRBP and PSDD; it does have neither the convergence problems of MPLP nor the instability problems of Norm-Product BP; and its anytime design allows to stop the optimization process whenever a pre-specified accuracy is reached. Furthermore, as reported in [Martins et al., 2014], $AD^3$ has been empirically shown to outperform state-of-the-art message passing algorithms on large-scale problems.

Besides these features, $AD^3$ also provides a library of computationally-efficient factors that allow to handle declarative constraints within an optimization problem. This opens the possibility of employing $AD^3$ to approximate constrained optimization problems.

Algorithm 4 outlines the main operations performed by $AD^3$ on a Factor Graph $G$ with a set of factors $F$, a set of variables $V$, and a set of edges $E \subseteq F \times V$. $AD^3$ receives a set of parameters $\theta$ that encode variable coefficients and a penalty constant $\eta$ able to regulate the update step size. We use the function $\partial(x)$ to denote all the neighbours (i.e. connected nodes) of a given graph node. The primal variables $q$ and $p$, the dual $\lambda$ as well as the unary log-potentials $\xi$ are vectors which are updated during the execution. We refer the reader to [Martins et al., 2014] for a detailed description of the algorithm. $AD^3$ is an iterative three-step algorithm designed to approximate an objective function encoded as a Factor Graph. A key aspect of $AD^3$ is that it separates the optimization problem into independent subproblems that progress to reach consensus on the values to assign to primal and dual variables. Thus, during the first step, broadcast, the optimization problem is split into separate subproblems, each one being distributed to a factor. Thereafter, each factor locally solves its local subproblem. In $AD^3$, this computations is carried on solving a quadratic problem. During the second step, gather, each variable gathers the subproblems’ solutions of the factors it is linked to. Finally, during the third step, Lagrange updates, the Lagrange multipliers for each subproblem are updated.
Algorithm 4 Alternating Directions Dual Decomposition ($AD^3$)

**input:** Factor Graph $G$, parameters $\theta$, penalty constant $\eta$

1: initialize $p$ (i.e. $p_i = 0.5 \forall i \in 1 \ldots |V|$), initialize $\lambda = 0$

2: repeat

3: for each factor $\alpha \in F$ do

4: for each $i \in \partial(\alpha)$ do

5: set unary log-potentials $\xi_{i\alpha} := \theta_{i\alpha} + \lambda_{i\alpha}$

6: end for

7: $\hat{q}_\alpha := \text{SolveQP}(\theta_\alpha + \xi_\alpha, (p_i)_{i \in \partial(\alpha)})$

8: end for

9: for each variable $i \in V$ do

10: compute avg $p_i := |\partial(i)|^{-1} \sum_{\alpha \in \partial(i)} \hat{q}_\alpha$

11: for each $\alpha \in \partial(i)$ do

12: $\lambda_{i\alpha} := \lambda_{i\alpha} - \eta(\hat{q}_{i\alpha} - p_i)$

13: end for

14: end for

15: until convergence

A distinguishing feature of $AD^3$ is that both the broadcast and update steps can be safely run in parallel. Indeed, notice that, since subproblems are independent, they can be safely distributed in different factors so that each one independently computes a local solution. $AD^3$ provides a collection of factors for which their quadratic problems are defined. As an example we present how the quadratic problem for the XOR factor is solved in Algorithm 5, where the input of the algorithm are the potentials $Z_\alpha : z_0, \ldots, z_K$ relative to the factor $\alpha$. Note that in Algorithm 4 the call to the SolveQP method has two parameters, the second parameter is omitted here since it is not needed to solve the XOR. Algorithm 5 proceeds as follows. Lines 11-13 are responsible of checking if the constraint XOR is already satisfied. Then, if not satisfied, the $Z_\alpha$ vector is transformed using the projection onto simplex method described by [Duchi et al., 2008]. This method navigates through $Z_\alpha$ in decreasing order, to find the pivot element $y_i$ and the value of $\tau$. Afterwards this $\tau$ is used to perform the actual projection. To this end, two auxiliary vectors $Z'_\alpha$ and $Y_\alpha$ are used: the former will contain the algorithm output and the latter is used to contain a sorted copy of $Z_\alpha$. Although there are ways to obtain the pivot without the need of sorting the vector $Z_\alpha$ (described in [Duchi et al., 2008]), in $AD^3$ is preferable to have a persistent sorted vector since order of elements is commonly preserved or barely altered across the iterations. Therefore efficient sorting methods on nearly-ordered sequences can be applied. An important feature of the XOR factor is that its quadratic problem can be solved in $O(K \cdot \log K)$, where $K$ stands for the number of variables connected to the factor.

As to gather, the step in which the subproblems communicate their local results, each variable can independently (from the rest of variables) gather and aggregate the results computed by the factors it is linked to. Despite being highly prone to parallelisation, to the best of our knowledge there is only one public
4.4 Solving Combinatorial Auctions with AD$^3$

A Combinatorial Auction (CA) is an auction in which bidders can place bids for a combination of items instead of individual ones. In this scenario, one of the fundamental problems is the Winner Determination Problem (WDP), which consists in finding the set of bids that maximise the auctioneer’s benefit. Notice that the WDP is an $\mathcal{NP}$-complete problem.

Although special-purpose algorithms have addressed the WDP (e.g. [Fujishima et al., 1999, Sandholm et al., 2001]), the state-of-the-art method for solving a WDP is to encode it as an integer linear program (ILP) and solve it.

Algorithm 5: SolveQP for an XOR factor

Input: $Z_\alpha : z_0, \ldots, z_K$, vector with $\alpha$ log-potentials

1: function FindTau($Y_\alpha$)
2: $\tau = 0.0$
3: $sum := \sum_{y_i \in Y_\alpha} y_i$
4: for each $y_i \in Y_\alpha$ do
5:     $\tau := \frac{sum - 1}{K - i}$
6:     if $y_i > \tau$ then break
7:     update $sum := sum - y_i$
8: end for
9: return $\tau$
10: end function

11: $z_i' := \max(0, z_i)$, for each $z_i \in Z_\alpha$
12: $sum := \sum_{z_i' \in Z_\alpha} z_i'$
13: if $sum > 1.0$ then $\triangleright$ Projection onto simplex
14: sort $Z_\alpha$ into $Y_\alpha$: $y_0 \leq \ldots \leq y_K$
15: $\tau := \text{FindTau}(Y_\alpha)$
16: $z_i' := \max(z_i - \tau, 0)$, for each $z_i \in Z_\alpha$
17: end if

Output: $Z_\alpha'$

The recent contributions to the parallelisation of ADMM to solve unconstrained optimisation problems [Miksik et al., 2014] are very encouraging because they show that it is possible to obtain very significant speedups by exploiting nowadays parallel hardware. This finding spurs and motivates the need for a parallel implementation of AD$^3$.

But before that, in the next section we show that the WDP for CAs can be solved by means of AD$^3$. 

2Available at http://www.ark.cs.cmu.edu/AD3/
using an off-the-shelf commercial solver (such as CPLEX [IBM, 2011] or Gurobi [Optimization, 2017]). Nonetheless, this approach fails to scale to large CA instances. Indeed, as noticed in [Sheffi, 2004], real problems may involve up to millions of bids. Therefore, such real problems are out of reach for state-of-the-art optimal solvers, and hence the need for heuristic approaches arise.

As observed in [Ball, 2011], "The simplest and, perhaps most tempting approach, to an optimization-based heuristic is to round the solution to a linear programming relaxation". Furthermore, solutions to an LP relaxation can provide a very effective start to finding a good feasible solution to the non-relaxed optimisation problem. Hereafter we focus on solving the LP relaxation of the WDP by means of $AD^3$. Since $AD^3$ requires a Factor Graph to operate, we first show how to encode the WDP as a Factor Graph. Then we show how $AD^3$ can run on top of this Factor Graph. We shall start by showing such encoding by means of an example to finally derive a general procedure.

Consider an auctioneer puts on sale a pair of goods $g_1, g_2$. Say that the auctioneer receives the following bids: $b_1$ offering $20$ for $g_1$; $b_2$ offering $10$ for $g_2$; and finally $b_3$ offering $35$ for goods $g_1$ and $g_2$ together. The WDP for this CA can be encoded as the following ILP:

\[
\begin{align*}
\text{maximise} & \quad 20 \cdot x_1 + 10 \cdot x_2 + 35 \cdot x_3 \\
\text{subject to} & \quad x_1 + x_3 \leq 1 \quad [\text{constraint } c_1] \\
& \quad x_2 + x_3 \leq 1 \quad [\text{constraint } c_2] \\
& \quad x_1, x_2, x_3 \in \{0, 1\}
\end{align*}
\]

where $x_1$, $x_2$, and $x_3$ stand for binary decision variables that indicate whether each bid is selected or not; constraint $c_1$ expresses that good $g_1$ can only be allocated to either bid $b_1$ or bid $b_3$ and constraint $c_2$ encodes that good $g_2$ can only be allocated to either bid $b_2$ or bid $b_3$.

![Factor Graph encoding of our CA example.](image-url)
Now we can encode the optimisation problem above into a Factor Graph as illustrated in Figure 4.1. First, we create a variable node for each bid. Each variable contains its bid’s offer (indicates the value that the auctioneer obtains when the variable is active). For instance, variable $x_1$ for bid $b_1$ contains value 20. Then we create a factor node per good, connecting the bids that compete for the good, and which are therefore incompatible. For instance, factor $c_1$ is linked to the variables corresponding to bids $b_1$ and $b_3$.

We observe that each factor representing a constraint in the Factor Graph in figure 4.1 corresponds to the "AtMost1" function introduced by Smith and Eisner [Smith and Eisner, 2008], which is satisfied if there is at most one active input. Although $AD^3$ does not directly support "AtMost1" constraints, as seen in [Martins, 2012b], an XOR factor can be used to define it by adding a slack variable to the factor. The XOR factor complexity is $O(K \cdot \log K)$, where $K$ stands for the number of variables connected to the XOR factor. Notice that the operation of $AD^3$ when solving the WDP only involves computationally-efficient factors.

### 4.5 Parallel Realization of $AD^3$

The $AD^3$ algorithm is amenable to general, architecture-level optimization and parallelization [Martins, 2012b]. We propose an efficient realization of the message-passing\footnote{Recall that message-passing algorithm here stands for a classification of the algorithm in graphical models and not for the use of passing messages between CPU threads or processes.} algorithmic pattern using shared variables and targeting multi-core computer architectures. The so-called PAR-$AD^3$, that exploits the inherent parallelism at two dimensions: thread-level and data-level. For that, we reorganize both the data structures layout and the order of operations. The approach is generalizable to other similar graph processing algorithms. The key insights of our design are:

- An edge-centric representation of the shared variables that improves memory access performance.
- A reorganization of the operations that promotes parallel scaling (thread parallelism) and vectorizing (data parallelism).

#### 4.5.1 Edge-centric Shared Data Layout

$AD^3$ is a message passing algorithm that iterates on three steps: broadcast, gather and Lagrange multiplier update. The message passing pattern isolates the operations applied to the different elements of the graph (factors, variables and edges), so that multiple operations can be performed concurrently on the
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graph data. These operations and data can then be physically distributed along different computation and storage elements.

The memory requirements of $AD^3$ are approximately proportional to the number of edges, and, for the problem sizes considered, they are fulfilled by most current shared-memory computer systems. In this situation, the fastest and most efficient mechanism for communication and synchronization between processing cores is using shared variables (instead of explicit messages). The different processing cores of the computer will operate concurrently on the different elements of the graph (factors, variables or edges), both reading input data and generating new results stored in the shared memory. Execution performance is improved with a careful selection of synchronization operations at the right point and an appropriate data structures layout.

Memory access performance is very sensitive to the data layout and data access pattern. When a loop has to iterate along a large regular data structure, the best performance is achieved when the next elements of the structure are naturally fetched from the next memory positions at each step of the iteration. Since $AD^3$ demands more computation work operating in edge data than in vertex or factor data, we adopt an edge-centric data representation, as reported in [Roy et al., 2013]. We want all information related to edges, such as unary log-potentials or lagrangian components, to be stored in consecutive memory positions. With this purpose, we apply a memory layout transformation that converts data structures originally designed in an Array of Structures (AoS) representation to a Structure of Arrays (SoA) representation.

Figure 4.2 illustrates how data was stored in memory in $AD^3$ and how the data layout is modified in $PAR-AD^3$. For the sake of clarity, we present data regarding 2 variables and 4 edges. $AD^3$ encodes the information following an AoS representation, where all properties related to each variable or edge are stored consecutively (see figure 4.2a).

As the $AD^3$ design is variable-centric, iterating on all the edges in the graph requires an indirect and scattered access to the variables (edges are accessed using the pointers associated to each variable). In contrast, the $PAR-AD^3$ SoA memory layout (figure 4.2b) stores the properties of variables and edges sequentially, thus resulting in a different array for each edge or variable property. Now, iterating on all edges of the graph requires consecutive accesses to array elements. The AoS memory representation of $AD^3$ benefits from memory access patterns where all the variable properties are used together, meanwhile the SoA memory representation of $PAR-AD^3$ benefits from the access of any property traversing all variables or edges.

To summarize, the $PAR-AD^3$ data representation transforms many scattered memory accesses into sequential, improving the memory access throughput. A derived advantage of the simplified edge access pattern is to foster better parallel
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(a) AD$^3$ data layout: Array of Structures

<table>
<thead>
<tr>
<th>ID</th>
<th>Degree</th>
<th>Var potential</th>
<th>$p_i$</th>
<th>ID</th>
<th>Degree</th>
<th>Var potential</th>
<th>$p_i$</th>
</tr>
</thead>
</table>

Variable #1

(b) PAR-AD$^3$ data layout: Structure of Arrays

Variable Dependent data

<table>
<thead>
<tr>
<th>ID</th>
<th>Var potentials</th>
<th>$p_i$</th>
</tr>
</thead>
</table>

Degree

Edge Dependent data

<table>
<thead>
<tr>
<th>VarID</th>
<th>FactorID</th>
<th>Unary log-potential</th>
<th>$q_{i,\alpha}$</th>
</tr>
</thead>
</table>

Edge #1

Edge #2

Edge #3

Edge #4

Figure 4.2: a) AoS data representation of AD$^3$, compared to b) SoA data representation of PAR-AD$^3$.

Phases:

<table>
<thead>
<tr>
<th>Broadcast</th>
<th>Sort Potentials</th>
<th>Solve Factors</th>
<th>Gather</th>
<th>Update Multipliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Update Edges</td>
<td>Iterating Edges</td>
<td>Iterating Factors</td>
<td>Iterating Variables</td>
<td>Iterating Edges</td>
</tr>
<tr>
<td>Sort Potentials</td>
<td>Iterating Edges</td>
<td>Iterating Factors</td>
<td>Iterating Variables</td>
<td>Iterating Edges</td>
</tr>
<tr>
<td>Solve Factors</td>
<td>Accumulate</td>
<td>Average</td>
<td>Update Multipliers</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.3: Processing phases and parallelism in PAR-AD$^3$. 
scaling and vectorization, but we need additional algorithmic transformations that are described in the next section.

4.5.2 Reordering Operations

Parallel scaling means distributing compute operations on large chunks of data along different computational units sharing the same memory space. Vectorizing applies data parallelism strategies inside the same computational unit, and consists in using instructions that operate simultaneously on a small vector of consecutive data elements. Both parallel scaling and vectorizing are usually applied to simple loop iterations with clearly separated inputs and outputs, no recurrent dependencies, and sequential accesses to vector elements.

Our proposal reshapes the way the algorithm defines the graph operations towards a new structure of many simple consecutive loops, outlined in figure 4.3. The original Broadcast step is now split in three phases: update edge, sort potential and solve factors. Also, the original Gather step is now split in two phases: accumulate and average. Note that we iterate on factors twice and also iterate on variables twice: this makes the loops simpler and provides more data locality. As a result, all phases are now parallelized for concurrent execution (thread parallelism) and four out of six are vectorized: update edge, accumulate, average and update multiplier.

Algorithm 6 shows a pseudo-code of PAR-AD3 as a result of the optimizations applied. A pool of parallel threads is created outside of the main loop (line 2). Whenever a parallel loop inside the main loop is reached (lines 4, 9, 12, 19, 24, 27), the loop iterations are distributed to the threads for parallel execution. There is an implicit synchronization after each loop, so that all threads wait for the generation of the results in one loop before starting the execution of the next.

As thoroughly described in the next section, these contributions have a significant impact in the sequential execution as well as allow good parallel scalability when an increasingly large number of threads are used.

It is important to underline that this code reorganization takes benefit from considering that all the factors are solving the same Quadratic Problem (QP), hence some computations that belong to the local subproblem are interleaved in other phases of PAR – AD3. In other words, we are sacrificing encapsulation to in exchange gain extra performance. We can see examples of this technique looking at Algorithm 5 where lines 11 and 14 (accumulate and sorting) are no longer executed inside every factor but they are precalculated in advance (see Algorithm 6 lines 7, 9-11). This way we en having a lightweight QP that most of the time performs an addition and exit. The precalculated operations are run in a bunch from a parallelized graph-wise perspective.
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Algorithm 6 PAR-AD³ pseudo-code

**input:** Factor Graph $G$, parameters $\theta$, penalty constant $\eta$

1: initialize $p$ (i.e. $p_i = 0.5\forall i \in 1 \ldots |V|$), initialize $\lambda = 0$

2: create threads

3: repeat

4: parallel for $i\alpha \in E$ do \(\triangleright\) Update edges

5: Update log-potentials $\xi_{i\alpha} := \theta_{i\alpha} + \lambda_{i\alpha}$

6: compute $\bar{q}_{i\alpha} = \theta_{i\alpha} + \xi_{i\alpha}$

7: compute $\hat{q}_{i\alpha} = \max(0, \bar{q}_{i\alpha})$

8: end for

9: parallel for factor $\alpha \in F$ do \(\triangleright\) Sort potentials

10: $\hat{q}_{\text{sorted}}_{\alpha} := \text{sort}(\hat{q}_{\alpha})$

11: end for

12: parallel for factor $\alpha \in F$ do \(\triangleright\) Solve factors

13: $\text{sum} = \sum_{i \in \partial(\alpha)}(\hat{q}_{i\alpha})$

14: if $\text{sum} > 1.0$ then

15: $\tau := \text{FIND\_TAU}(\hat{q}_{\text{sorted}}_{\alpha})$

16: $\hat{q}_{i\alpha} := \max(q_{i\alpha} - \tau, 0)$, for each $q_{i\alpha} \in q_{\alpha}$

17: end if

18: end for

19: parallel for variable $i \in V$ do \(\triangleright\) Accumulate

20: for $i \in \partial(\alpha)$ do

21: $\tilde{p}_i := \hat{p}_i + \hat{q}_{i\alpha}$

22: end for

23: end for

24: parallel for variable $i \in V$ do \(\triangleright\) Average

25: $p_i := \hat{p}_i / |\partial(i)|$

26: end for

27: parallel for $i\alpha \in E$ do \(\triangleright\) Update multipliers

28: $\lambda_{i\alpha} := \lambda_{i\alpha} - \eta(\hat{q}_{i\alpha} - p_i)$

29: end for

30: update $\eta$

31: until convergence

**output:** primal variables $p$ and $q$, dual variable $\lambda$
Since a clear trend in computer architecture is an increase of parallelism both at instruction and thread level, (for example, the intel Xeon Phi accelerator operates with 512-bit vector registers and contains more than 60 execution cores) the methodology applied to \textit{PAR-AD}^3 makes it ready to benefit from upcoming improvements.

4.6 Empirical Evaluation

In this section, we assess \textit{PAR-AD}^3 performance against the original \textit{AD}^3 algorithm to evaluate our performance improvements as well as to the state-of-the-art optimisation software CPLEX with the aim of determining the scenarios for which \textit{PAR-AD}^3 is the algorithm of choice. We also quantify its current gains, both in sequential and parallel executions. To this end, we first find the data distributions and range of problems that are best suited for \textit{PAR-AD}^3. Thereafter, we briefly analyse two algorithmic key features: convergence and solution quality. Afterwards, we quantify the speedups of \textit{PAR-AD}^3 with respect to \textit{AD}^3 and CPLEX in sequential and parallel executions. From this analysis we conclude that \textit{PAR-AD}^3 significant speedup with respect to \textit{AD}^3 (14.4X in a 6-core computer). It also obtains larger benefits from parallelisation than CPLEX. Indeed, \textit{PAR-AD}^3 achieves a peak speedup of 23X above CPLEX barrier, the state-of-the-art solver for sparse problems.

4.6.1 Experiment Setup

In order to generate CA WDP instances, we employ CATS, the CA generator suite described in [Leyton-Brown et al., 2000]. Each instance is generated out of the following list of distributions thoroughly described in [Leyton-Brown et al., 2009]: arbitrary, matching, paths, regions, scheduling, L1, L3, L4, L5, L6 and L7. We discarded to employ the L2 distribution, because the CATS generator is not capable of generating large instances. While the first five distributions were designed to generate realistic CA WDP instances, the latter ones generate artificial instances. The main difference between the two distribution categories is the use of dummy goods that add structure to the problem inspired in some real life scenarios. i.e. Paths models the transportation links between cities; Regions models an auction of real estate or an auction where the basis of complementarity is the two-dimensional adjacency of goods; Arbitrary extends regions by removing the two-dimensional adjacency assumption, and it can be applied to model electronic parts design or procurement; Matching models airline take-off and landing rights auctions; and Scheduling models a distributed job-shop scheduling domain. Artificial (or Legacy) distributions have been often criticized [Andersson et al., 2000, Leyton-Brown et al., 2000, De Vries and Vohra, 2003]
mainly due to their poor applicability, specially in the economic field. However they are interesting in order to study the algorithm performance in different situations. Both $AD^3$ and $PAR-AD^3$ are well suited for large-scale hard problems. For this reason, we first determine which of these distributions are hard to solve, putting special attention to the realistic ones. For our experimentation, we considered a number of goods within $[10^3, 10^4]$ in steps of $10^3$ goods. Furthermore, the number of bids ranged within $[10^4, 4\cdot10^4]$ in steps of $10^4$ bids. Each problem scenario is characterized by a combination of distribution, number of goods, and number of bids. Our experiments consider 5 different instances for each problem scenario and we analyze their mean value. Experiments are executed in two different hardware architectures.

- Experiments comparing $AD^3$ against $PAR-AD^3$ were run in a computer with a 6-core Intel(R) Core(TM) i7-7500U processor with 32 GB RAM and the hyper-threading mechanism enabled.
- Experiments comparing $PAR-AD^3$ against CPLEX were run in a computer with two four-core Intel (R) Xeon(TM) L5520 processors with 32 GB RAM and the hyper-threading mechanism disabled.

While the former experiments comparing $AD^3$ against $PAR-AD^3$ were run in a local environment, the latter experiments were run in a cluster licensed with CPLEX. Unfortunately we were not able to reproduce the former experimentation of $AD^3$ against $PAR-AD^3$ in the cluster due to hardware availability issues.

### 4.6.2 Different Distributions Hardness

We empirically determine the hardness of the relaxation for our experimental data by solving the LP using CPLEX simplex (simplex henceforth), CPLEX barrier (barrier henceforth), the state-of-the art algorithms. Results are plot in figures 4.4a and 4.4b. According to the results, scheduling and matching from the realistic distributions and L1, L4 from the legacy ones are very well addressed by simplex, where solving time is, in general, less than one second. Both $AD^3$ and $PAR-AD^3$ are not competitive in this scenario. Applicability of $PAR-AD^3$ will be shown to be effective to the rest of distributions, especially in hard instances. Barrier is also doing a good job when the problems are hard, particularly in the arbitrary and regions distributions, where the problem representation matrix is more sparse.

### 4.6.3 Single-Thread Analysis

After comparing the publicly-available version of $AD^3$ against sequential $PAR-AD^3$, we observed that $PAR-AD^3$ outperformed $AD^3$ even in sequential execu-
tion, reaching an average speedup of 3X and a peak speedup of 6.4X. Moreover, we observed that the harder the instances, the larger the speedups of PAR-AD$^3$ with respect to AD$^3$. Since both algorithms are well suited for hard instances, this is particularly noticeable. Next, we compared the single-thread average performance of PAR-AD$^3$ against simplex and barrier. The results are plot in Figure 4.5, where we display the best algorithm for the different distributions and problem sizes. PAR-AD$^3$ is shown to be well suited for larger problems (the upper-right corner) in almost all the distributions. In general, barrier is the best algorithm in the mid-sized problems, while simplex applicability is limited to a small number of cases. Distribution paths presents a different behaviour, where adding goods increases the average bid arity and this is beneficial for simplex, which runs better in dense problems.

In general, the larger the WDP instances, the larger the PAR-AD$^3$ benefits. Single-threaded PAR-AD$^3$ reaches a peak speedup of 12.4 for the hardest distribution when compared to barrier, the best of the two state-of-the-art solvers.

4.6.4 Convergence and Solution Quality

Figure 4.7 shows a trace of an execution that illustrates the way the different solvers approximate the solution over time (using a regions distribution, $5 \times 10^3$ goods, and $10^4$ bids). We chose this run because the similar performance of the three algorithms made them comparable. Note that PAR-AD$^3$ converges to the solution in 29 sec., while barrier requires 102 sec. and simplex 202 sec. (not visible in the figure). Furthermore, notice that PAR-AD$^3$ quickly reaches a high-quality bound, hence promptly guaranteeing close-to-the-solution anytime approximations. In general, our experimental data indicate that the initial solution provided by PAR-AD$^3$ is always significantly better than the one assessed by both simplex and barrier. Finally, upon convergence, there is a maximum
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Figure 4.5: Fastest single-thread algorithm solving different distributions and problem sizes.

Figure 4.6: Speedup of PAR-AD\(^3\) for different distributions against barrier in a multi-thread execution.
deviation of 0.02% between $PAR-AD^3$ solutions and those assessed by CPLEX. Note that we run CPLEX with default parameters, has the feasibility tolerance set to $10^{-6}$. This means that CPLEX solutions may be infeasible up to a range of $10^{-6}$ per variable. In the same sense, $PAR-AD^3$ feasibility tolerance is set to $10^{-12}$. This good initial solution is a nice property that makes $PAR-AD^3$ suitable to be used as a method able to obtain quick bounds, either to be embedded in a MIP solver or also to provide a fast solution able to be used towards an approximate solution.

4.6.5 Multi-Thread Analysis

$PAR-AD^3$ obtained an average parallelization speedup of 4.8X in a 6-core computer, delivering an aggregated speedup of 14.4X with respect to $AD^3$.

We also have run $PAR-AD^3$, simplex and barrier with 8 parallel threads each, hence using the full parallelism offered by our computer. The results are displayed in figure 4.8. When comparing with figure 4.5 (corresponding to the single-thread execution), we observe that $PAR-AD^3$ outperforms simplex and barrier in many more scenarios, and in general $PAR-AD^3$ applicability grows in concert with the parallel resources in all cases. Hence, we infer that $PAR-AD^3$ better benefits from parallelisation than simplex and barrier. The case of the paths distribution is especially remarkable since simplex is faster than other algorithms when running in a single-thread scenario. Nonetheless, as $PAR-AD^3$ better exploits parallelism, it revealed to be the most suitable algorithm for hard distributions when running in multi-threaded executions, including paths. In accordance with those results, it is expected that increasing the number of computational units will widen the range of applicability of $PAR-AD^3$.

Finally, we compared $PAR-AD^3$ performance against barrier using 8 threads. We only compare $PAR-AD^3$ to barrier since it is the best suited algorithm for the selected distributions (i.e in some executions $PAR-AD^3$ can be up to three orders
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Figure 4.8: Fastest algorithm solving different distributions and problem sizes using multiple threads.

of magnitude faster than simplex). Figure 4.6 shows the average performance speedup of \( PAR-AD^3 \) versus barrier as a function of the total running time of the execution of barrier (shown in the X-axis). We observe a clear trend in all scenarios: the harder the problem becomes for barrier, the larger the speedups obtained by \( PAR-AD^3 \). Our peak speedup is 23X (16X when taking the mean execution time of the different instances). The best results are achieved in the arbitrary distribution, which in addition was significantly better solved by barrier than by simplex according to figure 4.4. We recall that arbitrary is a distribution that can be applied to the design of electronic parts or procurement since it removes the two-dimensional adjacency of regions. In arbitrary, larger speedups correspond to the more sparse scenario, i.e. the bottom-right corner in figure 4.8.

4.7 Conclusions

In this chapter we have opened up a path towards solving large-scale CAs. We have proposed a novel approach to solve the LP relaxation for the WDP. Our approach encodes the optimization problem as a Factor Graph and uses \( AD^3 \), a dual-decomposition message-passing algorithm, to efficiently find the solution.

In order to achieve higher efficiency, we rearranged the operations performed by \( AD^3 \) providing a new algorithm, the so-called \( PAR-AD^3 \), which is an opti-
mized and parallel version of $AD^3$. $PAR-AD^3$ delivers an average speedup of 14.4X in a 6-core computer with respect to $AD^3$.

Our experimental results validate $PAR-AD^3$ efficiency gains in large scale scenarios. We have shown that $PAR-AD^3$ performs better than CPLEX for large-scale CAs in the computationally hardest distributions, both in single- and multi-threaded scenarios, with a peak speedup of 23X. Furthermore, the speedup is larger in multi-threaded scenarios, showing that $PAR-AD^3$ scales better with hardware than CPLEX. Therefore, $PAR-AD^3$ has much potential to solve large-scale coordination problems that can be cast as optimization problems.

However the described version of $PAR-AD^3$ for WDPs for CA is limited to solve the LP relaxations for those problems whose constraints can be represented by constraints of the type $AtMostOne$, i.e. all the problems that can be modeled as a 0-1-knapsack problem. In the next chapter we show how to obtain a bigger applicability by extending the kind of Quadratic Problems that the algorithm will be able to compute.
Chapter 5

Side Chain Prediction

5.1 Chapter Overview

In the previous chapter we presented a parallel and efficient design of $AD^3$, the so-called $PAR-AD^3$ and applied it to approximate LP relaxations for the Winner Determination Problem (WDP) in Combinatorial Auctions (CA). In the case of the WDP for CA, it was possible to encode the problem considering only one type of constraint –or factor– known as $AtMostOne$. Implementing a method to solve the $AtMostOne$ factor was enough to solve the problem by means of $PAR-AD^3$. Moreover, $AtMostOne$ was shown to carry very lightweight computation. Hence, in the previous chapter, the computational load was centered in the computation happening outside the factor. Our work was focused in the design of a parallel paradigm and we studied how to represent the data and the organization of the computation scheduling. In other words, we were designing how to orchestrate in parallel a set of thousands factors of a Factor Graph to be solved by $PAR-AD^3$.

In the present chapter we still work with $PAR-AD^3$, but this time we tackle a problem that requires a computational-intensive constraint to be solved. While we get benefit of the parallelization as was designed in the previous chapter, in this chapter we will focus in the optimization of computationally intense factor: The $Arbitrary$ factor. This new factor allow the representation of any discrete function, widening the applicability of $PAR-AD^3$ substantially.

This chapter presents how to approximate results for LP relaxations for a problem belonging to the domain of Biology: the Side-Chain Prediction problem. Our work follow the steps of the contributions of Chen Yanover et al in their studies with the belief propagation algorithm [Yanover et al., 2006], where they propose Tree Reweighted Belief Propagation to approximate LP relaxations for the Side-Chain Prediction problem. They also build a dataset optimization
problems for Side-Chain Prediction that is freely downloadable.

We make the following contributions:

• We propose an optimized version of the method to solve Arbitrary factors. This optimized version can be embedded into PAR-AD$^3$. Our PAR-AD$^3$ reaches an average speedup of 2.7X in a single-threaded execution and 10.8X using our 6-core computer with respect to AD$^3$.

• We contribute with the generation of a Combinatorial Optimization dataset based on Side-Chain Prediction problems.

• We present a detailed performance analysis where the we show the performance limiters of our PAR-AD$^3$ both in sequential and parallel.

• We release our code and materials to be freely accessible at https://github.com/parad3-scp/source.

The chapter is organized as follows:

The chapter starts with an introduction to the Side-Chain Prediction problem. We provide an overview of the key concepts needed to understand the rationale behind this Problem.

Then we show how to encode a problem of Side-Chain Prediction as a Factor Graph in order to be solved by means of AD$^3$.

Next we use a Side-Chain Prediction-based dataset proposed by [Yanover et al., 2006] in order to measure the performance of AD$^3$ algorithm when solving the Side-Chain Prediction. We show that more than the 90% of the problems in the dataset do not suppose a big challenge for AD$^3$. Most of them are solved in less than one second and also in the majority of cases AD$^3$ is able to find the optimal solution. In order to have a highest computational challenge, we build a new Side-Chain Prediction-based dataset. The new dataset is based in the Side-Chain Prediction problem for larger proteins than the ones present in the Yanover dataset.

Then we study how to optimize the aforementioned Arbitrary factors from a computational performance perspective, and present our optimized and parallel algorithm with support to Arbitrary factors.

The chapter ends with a description of the techniques we used to improve algorithm performance in a single-thread execution. Finally we present results in both in single core and multicore and examine in detail the limitations of our new proposed algorithm.
5.2. The Biological Perspective

5.2.1 Background

Proteins are large biomolecules consisting of one or more chains of amino-acids. Proteins are a fundamental component for every living organism. They are specially interesting because they can perform a broad range of biological functions. They are also very diverse yet structurally very simple. Molecular properties such as shape, polarity, hydro-affinity of a protein are determined in a great extent by the sequence of amino-acids conforming it.

Amino-acids are small and simple molecules. All the amino-acids share the same structure, shown in figure 5.1. They are formed by an amina group (-NH3), a carbon with a residue (R) attached, and a carboxyl group (-COOH). The residue (R) also known as side-chain, is what characterizes an amino-acid. There exist up to 21 possible residues or side-chains giving rise to the 21 existent amino-acids. This 21 amino-acids constitute the bricks able to build proteins.

![Figure 5.1: Structure of an amino-acid.](image)

A protein has two structural elements: The backbone and the side-chains. The backbone is the large chain of amino-acids connected that define the structure of the protein, and the side-chains are the small chains decorating and giving properties to the backbone, as shown in figure 5.2.

![Figure 5.2: Structure of a protein. Backbone and side-chains.](image)

The link between two amino-acids is characterized per two angles in the two planes of the 3-dimensional space. This angles receive the name of rotamers.

Amino-acids can adopt different forms or conformations since side-chains can be folded in different ways. A particular conformation of a side-chain is defined by the collection of angles between the different atoms constituting the side-
chain. However, not all the possible angle configurations are equiprobable. In fact, it is known that there are some configurations that appear repetitively in the nature. They are known as stable side-chain configurations. The biology research community has studied the characteristics of such stable configurations, fruit of this research, there are different approaches that approximate the side-chain configuration given a particular amino-acid context. Some relevant libraries that were used in the last decades are [Lovell et al., 2000, Tuffery et al., 1991]. Nowadays the most relevant rotamer library is [Dunbrack, 2002].

As said, the particular sequence of amino-acids together with their side-chain conformations is what determines the properties of the protein. In particular, there is one property that has a capital relevance to our problem and no less relevance to the protein functional purpose: the protein tridimensional structure.

5.2.2 The Side-Chain Prediction Problem

Roughly speaking, the conceptual idea catching the essence of the problem is “Draw a protein first, then let’s find how to build it”. The second part of the sentence is what the Side-Chain Prediction is about. Let us give you a more detailed view of the problem.


Typically, solving methods define an energy function over a discretization of the side-chain angles, then the global minimum can be found using search algorithms. Even when the energy function contains only pairwise interactions, the configuration space grows exponentially and it can be shown that the Side-Chain Prediction problem is NP-complete [Fraenkel, 1997, Pierce and Winfree, 2002].

The Model

A common model is to express the Side-Chain Prediction problem as a Combinatorial Optimization problem where the optimization function minimizes the
energy in terms of pairwise interactions among nearby residues and interactions between a residue and the backbone.

More formally,

\[ E(r) = \sum_{<ij>} E_{ij}(r_i, r_j) + \sum_i E_i(r_i, \text{backbone}) \]  \tag{5.1}

where \( r = (r_1, ..., r_N) \) denotes an assignment of rotamers for all residues, and \( E \) the result of applying an Energy function.

**Library of Rotamers**

All the known methods require the use of a library of rotamers to work. The library of rotamers provides a description of which are the stable configurations of the residues as they have been observed in the nature. Thanks to the use of a library of rotamers we can discretize the space of solutions considering only the stable configurations of the side-chains as possible solutions, in our notation \( r_i \in LR(P, i) \) where \( LR \) represent the call to the rotamer’s library, \( P \) is the protein and \( i \) the side-chain we are evaluating. The rotamer’s library will return the possible formations of the side-chain \( i \).

**The Energy Function**

As stated before, the optimization function minimizes over the energy needed to conform the protein. There exist different energy functions that try to estimate the energy consumption of a protein [Canutescu et al., 2003, Rohl et al., 2004]. Different energy functions generate different graphical models to be solved. The election of the energy function has impact in the quality of the solution but also in the amount of computation that has to be done.

**5.2.3 PDBs and SCWRL4**

The Protein Data Bank (PDB) was established in the 1970's as the first open-access digital resource in the biological sciences. It is today a leading global resource for experimental data central to scientific discovery. Through an online information portal and downloadable data archive, the PDB provides access to 3D structure data for large biological molecules (proteins, DNA, and RNA). It was established by Walter Hamilton at Brookhaven National Laboratory. The PDB contained at that time 7 structures. Nowadays the PDB is coordinated by the Research Collaboratory for Structural Bioinformatics (RCSB) and at
the time of this writing there are more than one hundred thousand molecules described.

PDB is also the file format describing the molecules. The PDB files describe the atoms of a molecule and their coordinates in the 3D space. There exist a large number of tools that are able to visualize the proteins described by a PDB. The web resource itself (http://www.rcsb.org) allows to view and interact with a molecule. Figure 5.3 shows a partial view of a PDB file and its visualization.

The state of the art solver for the Side-Chain Prediction is SCWRL4 [Krivov et al., 2009]. SCWRL4 is developed at the Dunbrack Lab in the Fox Chase Cancer Center and it is the most advanced software for solving the Side-Chain Prediction. SCWRL4 can be freely used for research purposes but its source code is proprietary and it is not accessible.

SCWRL4 is able to execute Side-Chain Prediction simulations over known proteins described in PDBs. To achieve the simulation, SCWRL4 extracts the backbone atoms and their coordinates from a PDB. Next, it generates a probabilistic model using the side-chain configurations provided by rotamer library and then apply the energy function over the different possibilities. Finally, after solving the optimization problem, SCWRL4 places the minimal configuration of side-chains in place.

One interesting feature of SCWRL4 is the option to dump the optimization problem into a file once it is internally built and opens the door to use the combination of RSCB Protein DataBank + SCWRL4 as generator of Combinatorial Optimization problems.
5.3 Solving the Problem

In this section we study the current performance of $AD^3$ when solving LP relaxations for the proteins published at the SCWRL3-Based dataset [Yanover et al., 2006]. This dataset is formed by proteins of one unique chain and up to 1000 residues. This model uses the SCWRL3 energy function [Canutescu et al., 2003].

We show how to encode the problem of Side-Chain Prediction as a Factor Graph able to be solved by means of $AD^3$. Next we encode all the problems of the Yanover’s dataset as a Factor Graph and solve them using the public implementation of $AD^3$.

We observe how we are soon solving all the LP relaxations for all the problems in this dataset very fast. As $AD^3$ is powerful, SCWRL3 based problems in the Yanover dataset are solved very efficiently.

After concluding that it would be desirable to have a new dataset with hardest instances, we end the section building a new dataset containing harder problems.

5.3.1 How to Encode the Problem as a Factor Graph

Variables and Multi-Variables

The problem of the Side-Chain Prediction can be encoded as a Factor Graph to be solved by means of $AD^3$. In the Factor Graph encoding, every amino-acid is represented by a multi-variable. The term multi-variable stands for a variable that is formed by a set of binary variables. In the context of the Side-Chain Prediction, a multi-variable has as many binary variables as possible side-chains configurations can have the amino-acid, according to the information provided by the rotamer library.

If, for instance, a given amino-acid can have two different side-chains that can be expressed in two and three configurations respectively, there will be a total 5 binary variables associated to the same multi-variable. Every multi-variable has one and only one of it’s binary variables active, meaning that every amino-acid has only one radical position having one side-chain attached.

In addition, every different side-chain conformation requires a different level of energy is mapped to a potential value associated to every binary variable.
Connections Between Multi-Variables

A protein is a complex system where the forces from different atoms interact. The forces interacting between different amino acids play a fundamental role in the protein folding process. In our model of the problem of the Side-Chain Prediction, forces are modeled as pairwise interactions, where every pair of amino acids that are close enough in the 3D space are linked.

Figure 5.4a shows a graphical representation of a Factor Graph encoding the Side-Chain Prediction problem. In the figure we show only the interactions on amino acid number 2. Figure 5.4 shows the shape of the protein we are trying to predict, where we mark the amino acids that interact with amino acid number 2 (central point, in blue). We also show in Figure 5.4 how one of the factors looks like. It is a table of dimensions $|R_1| \times |R_2|$ where $|R_1|$ and $|R_2|$ are the number of possible radical configurations of each amino acid of the interaction. The content of the table cells is the energy required by the protein to express the given radical selection.

Figure 5.4: a) A graphical representation of the pairwise interaction of the amino acid number 2 in a Factor Graph. b) A schematic 2D drawing of the positions of the amino acid influencing the amino acid number 2. c) A table with the different stable configurations of amino acid number 1 and amino acid number 2; every combination requires a certain Energy.
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5.3.2 Effectively Solving the LP problem

$AD^3$ has been proven to efficiently solve the problem of the Side-Chain Prediction, using the dataset from Yanover. Martins compares the performance of $AD^3$ with MPLP, using David Sontag’s [Sontag et al., 2012] implementation showing the progress in the dual objective over the time for two of the most largest problem instances. In both cases, $AD^3$ rapidly surpasses MPLP in getting a better dual objective.

$AD^3$ claims to be the fastest algorithm solving the LP relaxations for Yanover’s Side-Chain Prediction dataset, since Sontag’s MPLP [Sontag et al., 2012] revisited the problem of the Side-Chain Prediction, finding that MPLP obtained better results than TRBP. Furthermore, TRBP was proved to obtain better performance than CPLEX –The general purpose LP solver from IBM– in [Yanover et al., 2006].

Experimental Hardware Setup

We run our experiments in a server with an Intel(R) Core(TM) i7-7500U processor with hyper-threading enabled. This processor has a Last Level Cache (L3) cache of 15GB and 6 cores with two levels of private caches. The server has 32GB of RAM.

Solving the Yanover’s Dataset

We have thoroughly tested $AD^3$ against Yanover’s dataset, with the objective of characterizing $AD^3$ execution. A problem can be finished in three ways:

- finding an optimal integer solution,
- monitoring the increment of the primal and dual objectives through the iterations and detecting when the result is not improving enough (according to a threshold) or
- stopping the process, reaching a maximum number of iterations or execution.

We are looking different aspects from the qualitative results of our experimentation.

Solution type. The dataset is formed by 369 proteins, $AD^3$ is able to find the optimal integer solution for 93.77% of the problems. In the rest of the cases $AD^3$ is able to converge to an approximate solution with an error smaller than
Note that his error is negligible compared to the amount of energy we are trying to minimize is in the order of $10^3$.

**Solving time.** $AD^3$ is able to solve the 72.1% of the dataset in less than one second, 22.5% in less than five seconds. The 5.4% left are the hardest cases that require a mean of 12 seconds to be solved. The hardest case is the protein named '1kwh' and it solved optimally in 31.3 seconds. Figure 5.5a shows $AD^3$ solving times for the dataset in growing order.

**Iterations needed.** Close to 96% of the proteins need less than 2000 iterations to be solved. The remaining proteins require a mean of 2822 iterations. The maximum number of iterations needed by $AD^3$ is 5364, and it is again for the '1kwh' protein. Figure 5.5b shows the number of iterations that $AD^3$ require to solve the dataset.

Summarizing the measures just described, $AD^3$ finds the optimal for 93.77% of the problems, it solves 94.6% of the problems in less than 5 seconds, and 96% of the executions require less than 2000 iterations. At the light of these results we can extract two main conclusions. First, $AD^3$ is suitable for solving the Side-Chain Prediction problem and, second, the selection of proteins in Yanover’s dataset doesn’t constitute a big challenge for $AD^3$ since almost all of them are solved optimally and efficiently.

Our objective is to optimize and propose a parallel version of $AD^3$, and to that end we require to have computationally intensive tasks. However, in the case of the Yanover’s dataset only a few portion of the problems represent a real challenge for $AD^3$, barely 5-10 cases. For this reason we find the need of building a new protein dataset.

### 5.3.3 Designing a New Dataset

Since most of the problems in Yanover’s SCWRL3-Based dataset are not hard enough to stress the $AD^3$ algorithm, we generated a new dataset with bigger proteins. The 296 proteins in the dataset are unique chains of aminoacids containing between 1000 and 4000 residues.

The protein description files are downloaded from [http://rcsb.org](http://rcsb.org). We use the SCWRL4 [Krivov et al., 2009](http://rcsb.org) tool on those files to generate the graphical models. SCWRL4 integrates a more sophisticated energy function than its predecessor (SCWRL3) to generate more accurate results, and at the same time graphical models that are much more complex.

We run $AD^3$ for solving the experiments in the new dataset to corroborate
Figure 5.5: $AD^3$ Time and number of iterations required by $AD^3$ for each protein of the Yanover’s dataset. The results are shown with the instances sorted by increasing time.
that there is a higher number of hard problems. Figure 5.6 plots the time required to find a solution by $AD^3$ on the instances of the new dataset as well as the number of iterations required. These two plots are analogous to the ones in Figure 5.5. We keep the scale of the axes to make the figures visually comparable. The execution times ranging between 30 seconds and 160 seconds that correspond to the 20 hardest instances in the dataset are cut at the right of the figure 5.6a.
5.4 Optimizing the Computation of *Arbitrary* Factors

This section presents the main contribution of the chapter: the realization of an optimized design of the algorithm to solve an *Arbitrary* factor. We first underline the main differences between the *Arbitrary* factor and the *AtMostOne* factor.

- **Use case.** The applicability of the *Arbitrary* factor is much wider, since it is able to implement any function.

- **Morphology.** The *Arbitrary* factor is able to represent pairwise interactions between multi-variables. In contrast, the *AtMostOne* factor operates with binary variables only, but with heterogeneous arity.

- **Complexity.** While solving the quadratic problem for first order logic factors –like the *AtMostOne* factor– is computationally very lightweight (see Algorithm 5 in Chapter 4), solving the quadratic problem for an *Arbitrary* factor requires significantly much more computation work. Moreover, the computational effort that is needed to solve an *Arbitrary* factor can substantially vary from one factor to another: the workload is not balanced.

- **Integration.** Some operations involved for the *AtMostOne* factors depend only on edge-related information and can be interleaved with graph-wise operations, which provides opportunities for efficient parallel execution (see section 4.5.2). In contrast, the elementary operations needed to solve the *Arbitrary* factor depend on a high amount of factor-related information and cannot be performed outside the factor.

5.4.1 Algorithmic Description

This section presents an algorithmic definition for solving a quadratic problem in an *Arbitrary* factor. We focus in the type of operations and memory structures that are required to solve the problem. The reader can find a more detailed description of the principles behind the *Arbitrary* factor at [Martins, 2012b] (section 6.5).

Algorithm 7 shows an overview of the process of solving a quadratic problem for an *Arbitrary* factor. For simplicity, in the presented algorithm we have omitted the description of two computationally intense processes, in functions `projectVarPotentialsToFactor` and `projectVarPotentialsWithDistribution`, in lines 5 and 15, respectively. They play an important role regarding execution performance, since they propagate the selection of the variables to the
Algorithm 7 SolveArbitraryQP: Solving an Arbitrary factor

Require: Var1 potentials ($V_p^1$), Var2 potentials ($V_p^2$), Factor Potentials ($F_p$)

1: function SolveArbitraryQP($V_p^1, V_p^2, F_p$)
2:     if isEmpty(ActiveSet) then
3:         $A \leftarrow \begin{bmatrix} -2 & 1 \\ 1 & 0 \end{bmatrix}$
4:         distribution $\leftarrow [1]
5:         projectionMatrix $\leftarrow$ projectVarPotentialsToFactor($V_p^1, V_p^2, F_p$)
6:         ActiveSetVal.push(max(projectionMatrix))
7:         ActiveSetPos.push(max_pos(projectionMatrix))
8:     end if
9:     for $i \in 1... \text{MAX\_ITERATIONS}$ do
10:        if hasChanged(ActiveSet) then
11:           $[\tau, z_1, \ldots, z_n] \leftarrow A^{-1} \times [1] \oplus \text{ActiveSetVal}$
12:        else
13:           $\triangleright$ find a potential to add to the activeSet
14:           output $\leftarrow$ initialize($V_p^1, V_p^2, F_p, \text{distribution}$)
15:           output $\leftarrow$ projectVarPotentialsWithDistribution($V_p^1, V_p^2, F_p, \text{distribution}$)
16:           if (max_val(output) $\pm \varepsilon = \tau$) or (max_pos(output) $\in \text{ActiveSetPos}$) then
17:              return
18:           end if
19:           ActiveSetVal.push(max(output))
20:           ActiveSetPos.push(max_pos(output))
21:           $A \leftarrow$ updateMatrix($A, \text{ActiveSet}$)
22:           $\triangleright$ adds a row and a column to matrix A
23:           distribution $\leftarrow$ update($A, \text{ActiveSet}$)
24:        end if
25:        if blocked(ActiveSet) then
26:           RemoveBlocking(ActiveSet)
27:           Updates: $A, \text{distribution}$
28:        end if
29:     end for
30: end function
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Let us have two multivariables $aa_1$ and $aa_2$, and a factor $f$ linking these two variables. Every multi-variable is formed by a set of $|aa_1|$ and $|aa_2|$ binary variables and their associated potentials. The factor potentials $F$ is a matrix with dimension $|aa_1| \times |aa_2|$. The function $projectVarPotentialsToFactor$ maps all the potentials of $aa_1$ and $aa_2$ to the factor $f$ and then finds the minimum energy. It does that defining two all-ones vectors as $ones_1$ and $ones_2$, where $|ones_1| = |aa_1|$ and $|ones_2| = |aa_2|$, and then computing the projected matrix as $P = (aa_1)^\top \times ones_2 + (aa_2)^\top \times (ones_2)^\top + F$. An example of this calculation is shown at figure 5.7. Function $projectVarPotentialsWithDistribution$ works in a very similar way, but this time some energetic values are weighted according to a distribution.

In line 21, matrix A is updated, but this update must guarantee that the resulting matrix will not be singular, otherwise the inversion in line 11 will fail. The original strategy to handle this problem was very cumbersome. we have devised a simpler solution that consists of checking the singularity of the matrix while the matrix is created: if a combination of row and column introduces a singularity, then this combination is removed.

5.4.2 Optimizing Performance

Solving factors implementing the Arbitrary factor requires that some data structures must be kept into memory persistently. We show how a good choice of the
memory representation strategy can help to increment the performance. We also show some techniques to optimize computations. During the rest of the chapter we will refer to the original implementation of AD$^3$ as Reference version and our contributed version as Optimized version.

Next we present which techniques we used, why we used them and what is the expected result. Finally, we present empirical evidence of our improvements.

**Memory Design**

The data required to represent a problem with Arbitrary factors can be divided into two classes. On one hand, we have data structures that store the state of the problem; this is the case for variable potentials, factor potentials, the list of variables or factors that are active, or the value of the lambdas corresponding to the edges. On the other hand, memory is needed for some intermediate calculations, such as the aforementioned matrix operations or the current list of candidate solutions for a given factor.

The first class of data is allocated statically at the beginning of the execution in both the Reference version and the Optimized version.

On the contrary, the second class of data –the one generated for intermediate calculations– is allocated and freed dynamically in the Reference version, while it is statically allocated in the Optimized version. This decision has some implications that are discussed next.

The first and obvious implication is that allocating memory in advance avoids to eventually request memory to the operating system. Allocating new memory is, in general, expensive in terms of performance. Hence a reduction of the number of memory allocation requests has the potential of increasing performance.

In exchange, the Optimized version has to estimate in advance the amount of memory the algorithm is going to need. Unfortunately, this information is not known beforehand. In addition, the memory will not be evenly distributed across the factors. A precise analysis to the operations done for factor calculation reveals that a factor maintains a list of pairwise solutions, named as active set, and that memory requirements have a quadratic growth with respect to this active set. Hence there will be factors with high memory requirements, the ones that are very active considering more possible solutions, and idle factors with very few memory requirements. We propose to reserve memory in advance using a double strategy.

- **Per thread scratch areas.** We create scratch areas that are private to each execution thread. Scratch areas are used to store data that is going to be consumed in the short term. For instance, when inverting a
matrix using LU decomposition, partial results are stored in the scratch area. Separating scratch zones per thread, we assure that there will not be undesired effects like race competitions or false cache sharing.

• **Per factor pre-allocated memory space.** We allocate a configurable amount of memory assigned exclusively to each factor. Since the memory requirements are quadratic with respect to the number of active possibilities a factor is considering, we can define this parameter as the maximum number of active possibilities a factor can hold and represent it by $\varrho$. Then, if it turns out that a particular factor is very active and needs more memory, the algorithm ask the system for free memory—although this call will be expensive. A downside of this pre-allocator is that the initial memory given to each factor has to be decided in advance. However, in practice AD$^{3}$ doesn’t have large memory requirements and, in the case of the Side-Chain Prediction, considering values of the order of $\varrho \approx 50$ leads to a good compromise of a limited memory usage and very few requests for extra memory.

Using a memory profiling tool, we obtain the total amount of memory allocation calls done by the program. The *Reference version* needs an average of $7.16 \times 10^6$ allocation calls when solving the Side-Chain Prediction dataset. In contrast, the *Optimized version* needs an average of $1.57 \times 10^5$, which is a significant reduction of 97.8% of the system calls.

As we will detail in the next section, the *Optimized version* executes less instructions. This fact has an impact in the memory system where we have measured an average of 57% less memory accesses to the main memory system in the Side-Chain Prediction dataset.

However, there are two features that are very similar in both algorithms. On one hand, the *Reference version* as well as the *Optimized version* have comparable memory footprints, i.e. an average of around 200MB for our dataset. On the other hand, both algorithms have a similar Last Level Cache Hit rate, 27% and 29% in the *Reference* and the *Optimized* versions, respectively. These numbers are reasonable since the data the algorithm have to consume is one order of magnitude bigger than the cache system, and the memory access pattern is arbitrary, i.e. not known beforehand. A possible future work emerges from this result, since a proper graph partition or factor reorganization could lead to an improvement in the locality of the algorithm.

### 5.4.3 Reducing the Number of Instructions

In a single-thread execution, the total execution time of an algorithm can be expressed as the total number of instructions executed $\times$ the average number
of Instructions executed Per Cycle (IPC). Next we describe the strategies we have followed to reduce the total number of instructions executed. Our strategies pursue the objective of reducing instructions executed, but also exploiting the capacities of a modern processor and also get benefit of present and future generations of processors.

Reducing Abstraction

After analyzing the type of operations that are performed by the Reference version, the Optimized Version expresses the operations in a more machine-understandable fashion. As other numerical libraries do (like STL, Boost or MKL) we sacrifice the encapsulation and the versatility of the Object Oriented paradigm. In exchange, we obtain a lower overhead and a bigger control of the code that is produced. As a result of this process, we produce a totally new implementation where there are deep differences in data structures and code organization.

Promoting Vectorization

Our Optimized Version uses vectorized instructions. Moreover, the code has been designed to be auto-vectorized by the compiler. We empirically measure that our vectorization yields a reduction of around 20% of the instruction count in our current architecture. We believe that an auto-vectorizable code will benefit better from future processors, since support for vector instructions is a trending hardware technique.

Achieving a vectorized code can be done in different ways. Our approach is to organize the code in a way that the compiler will know how to vectorize without the need of using machine-dependent intrinsics. This way we ensure portability and reusability of our code in future processor generations. Next we illustrate two paradigmatic algorithmic changes we have performed to loops in order to help the compiler to generate a vectorized code.

The first example in figure 5.8 shows a portion of code that removes a particular element with position \textit{rmv} of different vectors simultaneously. In the case of the first implementation the compiler is not able to vectorize the code, since there is a real dependence on every iteration with the previous one. All the vector accesses depend on the variable \textit{vector dest pos} which is conditionally increased in almost every iteration. For the compiler it is not possible to produce a prediction of the value of \textit{vector dest pos} at compilation time, and consequently it generates code that is not vectorized (or scalar).

Instead, we alter how \textit{vector dest pos} is computed, since it can be easily ob-
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```c
vector_dest_pos = 0;

// Loop not vectorized
for (int i = 0; i < end; i++) {
    if (i != rmv) {
        activeSetCopy[vector_dest_pos] = data->activeSet[i];
        if (!keepz) zCopy[vector_dest_pos] = z[i];
        if (!keepd) dCopy[vector_dest_pos] = d[i];
        vector_dest_pos++;
    }
}

// Loop Vectorized
for (int i = 0; i < rmv; i++) {
    activeSetCopy[i] = data->activeSet[i];
    if (!keepz) zCopy[i] = z[i];
    if (!keepd) dCopy[i] = d[i];
}
// Loop Vectorized
for (int i = rmv + 1; i < end; i++) {
    activeSetCopy[i - 1] = data->activeSet[i];
    if (!keepz) zCopy[i - 1] = z[i];
    if (!keepd) dCopy[i - 1] = d[i];
}
```

Figure 5.8: Vectorization example. Breaking Read-After-Write (RAW) and Write-After-Read (WAR) dependencies

```c
double *output = &data->tau[0];
for (int x = 0; x < width; x++) {
    output[x] = 0;
    // Loop not Vectorized
    for (int y = 0; y < width; y++) {
        output[x] += data->inverseA[x * width + y] * data->varB[y];
    }
}
```

```c
double *output = &data->tau[0];
for (int x = 0; x < width; x++) {
    double acc = 0;
    // Loop Vectorized
    for (int y = 0; y < width; y++) {
        acc += data->inverseA[x * width + y] * data->varB[y];
    }
    output[x] = acc;
}
```

Figure 5.9: Vectorization example. Avoiding memory aliasing problems
tained knowing the current iteration and the position that is going to be removed. This time, this loop is vectorized, potentially speeding up the execution of this particular loop up to 4 times in our current hardware. In addition this code is not machine-dependent, assuring compatibility with different architectures.

In the second example shown in figure 5.9 the compiler is not able to vectorize the inner loop. The code performs a reduction with the addition operation, which is easily vectorizable. However, the problem is that the compiler is not able to determine if the memory location of $output[x]$ aliases with a memory location of $data \rightarrow inverseA[...]$ or $data \rightarrow varB[y]$. Hence, the compiler assumes the worst case: a possible data dependence, and fails to create vectorized code.

Again, a slight change in the code, i.e. the definition of a new variable that accumulates partial results, enables code vectorization and provides a potential 4X improvement.

We have helped the compiler to successfully vectorize 17 loops in the code for solving the Arbitrary factor in the Optimized version, while only 5 loops with real data dependencies remain scalar.

Using Specialized Libraries

While the Reference version uses both predefined libraries and specific code to compute standard algebraic operations, the Optimized version expresses all the algebraic operations in terms of the standard Linear Algebra Package (LA-Pack). Using a state-of-the-art optimized library such as LAPACK comes with a number of benefits: it is portable since LAPACK is extended in many different architectures; it is well-tested since it is widely used worldwide; it is optimized since it is the main purpose of the library; and also it is easy to use. LAPACK is also available through the Intel’s MKL library, offering the possibility of obtaining a more specialized code for the Intel Processors.

$AD^3$ is a computationally intensive algorithm that works considering a set of ‘active’ variables for every factor, i.e. all variables that do not have a solution assigned yet. $AD^3$ computes scores in order to select which is the next variable to be included in the active set. This score is calculated using double precision, leading to very precise small values. When working with this level of precision, the numerical method used to compute the score can produce slightly different results. In some cases this difference makes that different numerical methods can lead to a different variable selection on particular factors. This fact introduces a divergence between two algorithms that makes very hard to contrast results. That’s the case of the Reference and the Optimized versions where different numerical methods are used and they generate different solutions at particular subproblems. However, in the big picture, the algorithm converges to the same solution. We found that using LAPACK, the Optimized version
5.5. Performance Analysis

In this section, we present an analysis of the performance of the Optimized version of PAR-AD$^3$ with Arbitrary factors. In our experimentation we have solved all the instances of the protein dataset with both the Optimized version as well as with the Reference version.

We first show our results when executing the two algorithms using a single thread (single-thread execution). Note that the Reference version is only able to run in a single-thread way. Then, we present a deeper analysis of the performance limitations of the execution of the Optimized version. We make this analysis both for single-thread execution, when using only one processing core of the processor, and then for the multi-thread execution and using the full computational capacities of our system.

The Optimized version obtains a speedup of 2.7X in single-thread execution with respect to the Reference version, and a total speedup of 10.8X when using a 6-core computer.

5.5.1 Optimized vs Reference Version

We compare the performance of single-thread executions of the Reference and Optimized versions when solving LP relaxations for all the problems of the protein dataset. Our experimentation reveals that our Optimized Version is able to obtain an average Speedup of 2.7X with respect to the Reference version.

Figure 5.10 shows the time required to solve every instance of the dataset. Results are ordered by elapsed time required by the Reference Version to solve each case. The figure also depicts the speedup reached by the Optimized version with respect to the Reference version.

With the help of the hardware performance counters, we investigate the reason that is causing this speedup. We find that the Optimized version is able to execute an average of approximately one third (36.8%) of the instructions executed by the Reference version. In exchange, the Optimized version delivers a slightly higher average instruction throughput, from 1.26 Instructions per cycle (IPC) in the case of the Reference version to 1.19 IPC in the Optimized version, i.e. the Reference version is able to execute around a 5.5% more instructions per time unit. The significant reduction of instructions together with the slight
Figure 5.10: Solving time and speedup reached by the Optimized version with respect to the Reference version when solving all the LP relaxations of our protein dataset. Results are sorted by the elapsed time experimented by the Reference version.

difference in the IPC makes the Optimized version obtain the aforementioned 2.7X single-thread average speedup.

Overall, the Optimized version has an IPC of 1.19. This is an average instruction throughput ratio. In the next two sections we inspect the probable causes that explain this moderate IPC (in the best cases, values of IPC between 2 and 3 can be found).

### 5.5.2 Single-Core Execution

In this section we identify the factors that limit the performance of the Optimized version. A moderate IPC indicates that there are instructions waiting to be executed while some computation resources are available. This can be explained by four factors:

- **Data dependencies.** The execution of the available instructions waits until a previous result has been calculated.

- **Memory latency.** The execution waits for the data to be fetched from memory.
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- **Computation throughput.** The execution cannot move forward because the computational resources are busy.

- **Branch mispredictions.** The execution advances in the wrong direction after a branch prediction. This speculative execution was competing for resources while was executed, therefore introducing unnecessary overhead. In addition, the hardware has to rollback the executed code paying also a cost in performance.

In order to identify which of these performance limiting factors is having more impact in the execution, we run a set of experiments in a single-core scenario. We use two different configurations: first, we solve all the instances of the dataset using one thread, then we repeat our experiments using two threads running concurrently in the same core. Scheduling two threads concurrently in the same core allows the hardware to mask the waiting times for one thread by processing work from the other thread. This experiment helps us to identify the possible bottlenecks.

Table 5.1 summarizes the metrics we have measured. We observe that using two threads in the same hardware the performance is increased delivering a speedup of 1.11X. Although this 11% is not a large improvement, this extra gain underlines that in the two-threaded execution the hardware was able to use one thread’s idle time to advance in the execution of the second thread. We also observe that the two-threaded execution is able to process more iterations understood as effective word per unit time, but also that it requires a higher number of instructions per work unit (reasons for this increment will be analyzed in the next section). The two-threaded configuration is able to obtain a higher IPC as it is expected from using the hyperthreading mechanism. Furthermore the two-threaded configuration exhibits a lower Last Level Cache (LLC) access per instruction ratio. However this lower ratio is solely due to the increase in the number of instructions. The two-threaded execution needs to access more to the LLC, and this is also expected, since in this execution the lower level caches are shared by the two threads. Finally we observe that the two executions have a similar branch prediction behavior, which is very good (a very small amount of mispredictions).

Considering the performance limiting factors described above, and in the light of the experimental results, we find that the two-threaded execution is able to produce more work since it delivers more iterations per time unit, but in exchange adds an overhead in terms of computational effort.

*PAR-AD*\(^3\) is a complex algorithm having different stages, each one with a particular computational pattern. It is expected that some stages will be constrained by some performance limiter, while other stages may be limited.
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<table>
<thead>
<tr>
<th></th>
<th>1 thread</th>
<th>2 threads</th>
<th></th>
<th>1 thread</th>
<th>2 threads</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Speedup</strong></td>
<td>–</td>
<td>1.11X</td>
<td></td>
<td>158.2</td>
<td>175.3</td>
</tr>
<tr>
<td><strong>Instructions</strong></td>
<td>$4.98 \times 10^{12}$</td>
<td>$5.46 \times 10^{12}$</td>
<td></td>
<td>14.48M</td>
<td>15.92M</td>
</tr>
<tr>
<td><strong>IPC</strong></td>
<td>1.19</td>
<td>1.46</td>
<td></td>
<td>0.0092</td>
<td>0.0089</td>
</tr>
<tr>
<td><strong>LLC accesses</strong></td>
<td>$4.60 \times 10^{10}$</td>
<td>$4.87 \times 10^{10}$</td>
<td></td>
<td>0.0028</td>
<td>0.0026</td>
</tr>
</tbody>
</table>

Table 5.1: Performance metrics when executing in a single-core with one thread and with two threads.

by a different reason. The final observed result is an aggregation of all two factors. We next assume that all the relevant stages have a similar performance behaviour. This assumption provides an initial explanation of the performance behaviour of the algorithm. An in-deep analysis that remains an open line is to perform a detailed per-stage performance analysis.

We can safely say that the performance is not limited by memory problems or branch mispredictions, at least on the more expensive execution stages. The LLC accesses/instruction and branch misses/instruction metrics can explain the performance limiting factors of Memory latency and Branch mispredictions respectively. However we find that these numbers are not big enough to be constraining the performance of the execution. Note that the execution is performing approximately one LLC memory access every 100 instructions, which is a low ratio since our LLC can provide an access every 20 cycles approximately. We also find that there is a branch misprediction for every 500 instructions executed (0.2%), which is a very small fraction to harm performance significantly.

Therefore, we can conclude that the performance when executing in a single processing core is mainly limited by computational resources and dependencies. Using two threads in the same core we observe that the Computation throughput is improved but only to some extent. From that, we can infer that the current performance limitations have a double origin. First, Data dependencies are clearly a problem, since adding a new thread (more parallelism) yields to a higher IPC, and this increment of IPC means that the hardware schedules more work while trying to resolve a dependency. Also, the Computational throughput should be a problem, at least on some execution stages, and probably for different resources on different stages (like addition or multiplication), since the IPC is still moderate when executing with two threads and
not explainable by any other factor.

5.5.3 Multi-Core Execution

In this section we analyze the parallel execution of the Optimized version using the full parallel capabilities of our 6-core processor. Our algorithm was able to obtain a 3.8X speedup using the 6 processing cores. Combined with the 2.7X speedup with respect to the Reference version, we obtain an aggregated average speedup of 10.26X.

Next, we present a scalability analysis of the parallel performance of the algorithm. Figure 5.11 depicts the increase of the execution performance using an increasing number cores, and allocating one or two threads per core. In our experiments we solve all the LP relaxations of the problems at the SCP dataset for every thread-core configuration. We define the performance as the number of iterations processed per time unit. In the figure we can observe how increasing the number of cores leads to a performance improvement. However, the performance increase is not linear with respect to the number of hardware resources that are used. We observe two effects. First, there is a degradation of the performance gain as the number of cores increases. Second, the hyperthreading benefits are also decreasing when increasing parallelism: in the more parallel scenario (using 12 threads in 6 cores) this effect is even harming the performance.

![Figure 5.11: Iterations per cycle performed by PAR-AD$^3$ when using 1-6 cores and running one or two threads per processing core.](image-url)
The limitations of the parallel execution performance just mentioned can be explained by three scalability limiting factors (SL1, SL2, SL3):

- **SL1. Lack of parallelism.** As stated by Amdahl’s law, in a parallel program the sequential fraction of the execution limits the speedup of the overall execution.

- **SL2. Contention in Shared Memory resources.** The increment in the number of threads accessing the memory system may yield to a transient or persistent degradation of the memory system performance, which can be exacerbated by extra data communication requirements.

- **SL3. Unbalanced thread workload.** If the workload is not equally balanced between the different threads, then some threads may finish too early, decreasing part of the advantages of the parallel execution.

All these side-effects coexist in greater or less extent. Next, let us examine with more detail the particularities of our execution studying each of this three factors.

**SL1. Lack of Parallelism**

The lack of parallelism can explain a decrease in the performance due to the effects of the Amdahl’s Law (described in chapter 2). This law defines how the sequential fraction of an algorithm constrains the maximum speedup that can be obtained by the parallel fraction. However as we saw in the previous chapter, \textit{PAR-AD}\textsuperscript{3} was able to speed up the execution up to 5.2X using 6 threads (4.8X in average). Contributions in the present chapter only affect to the workload inside a thread and are not increasing the serial fraction. Quite the contrary, parallel workload is heavily increased, and in consequence the serial fraction is yet less relevant. All together makes that the effect of the Amdhal’s law is having marginal impact and it is not a parallel performance limiter.

**SL2. Contention in Shared Memory Resources**

In a parallel execution, the memory system has to be able to provide data to different CPUs that are asking for data simultaneously. This situation can yield to a permanent contention spot or a transient saturation situation of the memory subsystem.

Let us consider a perfect parallel application that operates with data in memory and runs in a processor with N cores. This parallel application finishes its execution at time T when using 1 thread, and finishes at time T/N when using
N threads. Since the application is perfectly parallel, all the memory requests are evenly divided into threads. In this situation the memory has to provide N times more data per unit time in order to match the computation speed.

In practice, the situation is more complex. Typically, in a parallel application the memory system does not only need to feed more processing cores with data, but also there is a larger amount of data that must be provided. Taking our application as an example, we first show some reasons that explain this extra memory requests and later we examine the memory contention problem.

Extra Memory Requests

In a modern CPU with several cores, the cache system follows a hierarchical structure. Each processing core has access to some private cache area and some shared cache area. In the specific case of our processor, each core has two levels of dedicated or private caches named Level 1 (L1)\(^1\) and Level Two (L2); and a cache that is shared by all the processing cores, known as level three (L3) or last level cache (LLC). Figure 5.12 presents a simplified diagram of the memory structure for 2 cores of our processor. We consider that the main memory, which is the higher level of the memory system, is not a member of the cache system and then it is not shown in the figure.

![Figure 5.12: Memory cache structure for two cores.](image)

The cache memory is not homogeneous: the caches that are close to the processor are fast but small and, as we ascend in the hierarchy, memories are slower but bigger.

A very relevant feature of the memory system is that it is transparent to

---

1In fact, our processor has two L1 caches, one for data and one for instructions.
the programmer: the memory system is seen by the CPU as a unique memory space. Computation units are physically wired only to the L1 cache. Each request that is not solved by L1 automatically ascends through the different levels in the memory hierarchy until it is satisfied. Therefore, if, for instance, a processing core requests to read a memory position that is not in any of the memory caches, the request travels through L1, then L2, then L3 (or LLC) and finally finds the data in the main memory. Then, the fetched memory line is brought to the processor through the memory hierarchy and keeping copies in every unit, hoping to be reused by future accesses.

In a parallel scenario, the private and shared caches have to maintain a coherence and the hardware establishes protocols of coherence that are also transparent to the processing unit and, henceforth, also to the user. However, although the programmer doesn’t have control over cache-coherence protocols, they exist and have impact in the performance. When a cache line is updated in one private cache, it is automatically invalidated on all the other caches by the cache-coherence protocol, and this is potentially leading to a future cache miss, impairing performance. Hence, it is possible to measure to what extent the data invalidations are hurting the performance by observing the number of requests to LLC.

Figure 5.13 presents the total number of accesses to the LLC considering executions with different thread configurations. Let us focus first in the case of using one thread per core, and later in the hyper-threaded execution (2 threads per core).

- In the first case, we observe how the increasing the number of cores also increases the number of LLC accesses. The increment is around 13.5% when using 6 threads instead of using 1 thread. Since the total number of instructions also increases around 40%, the increase in LLC accesses is not very large and, in fact, the rate of LLC accesses per instruction executed is reduced.

- In the hyper-threaded execution, we observe that accesses to LLC are more frequent, increasing between 7% and 13% depending on the number of processing cores that are used. This is an expected behaviour since hyper-threading schedules two threads per core, and consequently the two threads are competing for the use of the private caches, and generate more misses in the lower level cache memories. This effect may be harming performance, since the execution with hyper-threading will naturally increase the average memory access time.

**Memory contention**

One of the factors that can damage the parallel scalability is the concentration of the memory requests in a shorter period of time, demanding more
bandwidth and throughput from the memory system than the system is able to support.

Figure 5.14 depicts the amount of requests per second performed by PAR-AD$^3$. The execution with 12 threads requires an average of $1.13 \times 10^8$ accesses to LLC per second; considering that our processor runs at 1.9GHz, we can compute that our execution is requesting a LLC access every 16.8 cycles. Since every access moves 64 Bytes, the effective bandwidth provided by the LLC is around 7.2 GB/s, which is far from the maximum peak LLC bandwidth (more than 40 GB/s). Hence the parallel execution is not limited by peak LLC bandwidth. Since the amount of LLC misses is small, we can also conclude that performance is not limited by peak DRAM bandwidth, either.

### SL3. Unbalanced Thread Workload

In order to detect load balancing problems we analyze the number of instructions executed using different thread-core configurations. Figure 5.15 plots the amount of machine instructions executed for each iteration. This is repeated using different thread configurations. We observe how the number of instructions per iteration increases together with the number of threads. In an ideal parallel scenario this figure should plot equally-sized bars. We measure an increase of the computational effort, as the number of threads grows, between 5% and 10%
per extra thread. Note that this increment is consistent regardless where the threads are scheduled. i.e. instructions/iteration measures for 2, 4 and 6 threads are the same using only one thread or two threads per core.

The growth in instructions per work unit can be explained by load balancing problems. When a parallel region reaches to an end, threads that finish first remain waiting until the rest of threads reach the same point. During this waiting time (or spin time) the threads are executing instructions. Looking at the increment of instructions per work unit gives us a good estimation of the load balancing problems. We observe a significant increase in the number of instructions executed by the processor when increasing the number of threads.

In order to better characterize the increment of instructions, we use a profiler to measure the number of instructions and number of cycles required by different functional units of the PAR-AD$^3$ in a representative problem. Figure 5.16 shows the amount of instructions and cycles required by the different execution stages of PAR-AD$^3$. We have distinguished four different stages or phases during the whole execution of the program:

- **Spin.** The processor is waiting for synchronization and executing non-productive instructions.

- **PAR-AD$^3$.** The processor is executing graph-wise PAR-AD$^3$ computations.
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Figure 5.15: Instructions required per work unit using 1 and 2 threads per core and 1 to 6 core configurations.

Figure 5.16: Profile of instructions executed and clock cycles consumed when solving a representative problem using 1 thread and 6 threads. Four different phases are identified along the execution.

- **Arbitrary Factor.** The processor is computing the solution for an Arbitrary factor.
• **Other.** The processor is doing other tasks, such as initializing vars, reading the problem from disk, communicating with the OS.

The profiling information shown in Figure 5.16 provides us with interesting information. The most obvious effect is that the growth of instructions in the parallel execution is due to spin instructions. In the 6-threaded execution, an average of around 25% of the time is spent waiting for synchronization. We can also observe a slight growth in the number of instructions executed on the execution phase named other, which is due to the execution of mechanisms for handling thread parallelism, parallel data management, communication and synchronization. This is typically considered as the ”overhead” of the parallel execution. Finally, we observe how the cost in cycles per instruction for the PAR-AD$^3$ and Arbitrary factor execution stages is also growing when using 6 threads instead of 1 thread. This is due to the aforementioned memory contention problems, which increase the latency of the memory accesses and decrease the IPC rate (same amount of instructions executed but they take more time to execute).

On the light of these results we can conclude that the main performance limiter is the workload balance between threads. Load balancing problems can be explained by the fact that it is not possible to know a priori which factors will require more computation. This effect is more visible in the case of solving Arbitrary factors, which are computationally expensive.

As future line is to study how to improve the load balancing between threads. There exist different ways to reach a better computational balance between threads but all of them have a computational overhead. Examples of methods that will lead to a better balance will be the reduction of the chunk$_\text{size}$ in the parallel dynamic scheduling, or the tracking and ordering of the factors according to their load.

### 5.6 Conclusions

In this chapter we presented a parallel version of $AD^3$ that is able to solve relaxations for Combinatorial Optimization problems encoded as Factor Graphs using Arbitrary factors. In our chapter, we solve several problem instances of Side-Chain Prediction, since they are well-known hard problems and they have already been used to benchmark Combinatorial Optimization algorithms [Yanover et al., 2006, Sontag et al., 2012, Martins, 2012b]. The principal contribution of this chapter is the realization and evaluation of an optimized version of Arbitrary factors, which is a multipurpose factor. Adding Arbitrary factors to PAR-AD$^3$ widens the applicability of our parallel algorithm since it provides the
capacity of solving relaxations for a larger family of Combinatorial Optimization problems.

Our optimized version of PAR-AD$^3$ is 2.7 times faster when running a single thread than the original AD$^3$; moreover, the multi-threaded version runs in parallel multicore systems and reaches a 10.8X speedup using a 6-core processor. The achievement of this speedup is due to the application of general hardware-aware strategies, that can be grouped in two categories: we provide strategies to improve the memory system performance, and also provide strategies to reduce the machine instruction count. These strategies go beyond the particularities of our algorithm and processor, and can be applied to other similar algorithms.

In this chapter we also found that the existing dataset for Side-Chain Prediction based on the SCWRL3 tool [Yanover et al., 2006] has not enough hard instances to allow us to properly analyze PAR-AD$^3$. As a consequence, we build our own dataset with the help of the SCWRL4 tool and made it available to the community in order to provide an easy way to reproduce our experiments and also to evaluate new algorithms.

Finally we provide a study of the performance and scalability limitations of our contributed PAR-AD$^3$ algorithm with Arbitrary factors. In a single core execution we find that our algorithm is CPU-bounded. Then we perform a scalability study where we observe that PAR-AD$^3$ is increasing performance as more cores are used. However the efficiency of the parallel execution decreases with the increase of the number of cores; the performance increase is not linear. We analyze the possible causes for this limitation and conclude that the main performance limiter is the workload balance between threads. Finally, we give hints to possible solutions to improve load balancing.
Chapter 6

Conclusions and Future Lines

In this chapter we first summarize the work developed during this dissertation in section 6.1. Then in section 6.2 we draw the most notable conclusions attained from it, and finally present some lines for future research in section 6.3.

6.1 Summary

The goal of this thesis is to investigate how to widen the applicability of Combinatorial Optimization algorithms that exploit the structure of the problems to solve. We do so from a computer’s hardware perspective, pursuing the full exploitation of the computational resources offered by today’s hardware.

Our research is motivated by the difficulty shown by recent advances in artificial intelligence to get benefit from the full power that is present in modern CPUs. We identify reasons that justify such distance between advances in AI and hardware resources exploitation:

- the complexity of nowadays hardware,
- the increasing level of abstraction of modern programming languages,
- the difficulty associated to grasping the parallel paradigm, and
- the outdated conceptual computer model used by programmers to design algorithms.

After identifying the main reasons that explain the gap between potential and effective algorithm performance, our work is centered on showing how to make
algorithms that better exploit computational resources. To this end, we explore different problems with varying different features for the sake of generality:

- The *Coalition Structure Generation* problem, characterized by a small number of decision variables and a large number of linear constraints.
- The *Winner Determination Problem for Combinatorial Auctions*, characterized by a large number of decision variables subject to a large number of linear constraints.
- The *Side-Chain Prediction*, characterized by a large number of decision variables subject to a large number of declarative constraints.

We analyze state-of-the-art algorithms solving each of the three problems and we show how to improve their performance. The improvements rely on the level of achievement of three different performance enhancement goals:

- reducing the amount of low-level machine instructions to process,
- increasing the memory system throughput and
- increase potential parallelism for executing machine instructions

**Coalition Structure Generation Problem**

In Chapter 3 we presented our work on the Coalition Structure Generation Problem where we proposed the first optimized and parallel implementation of the IDP algorithm [Rahwan and Jennings, 2008b].

First, we identified IDP’s performance limiters as (i) the low efficiency of the splittings enumeration strategy, (ii) the non-uniform memory access pattern and (iii) the lack of parallelism. Thereafter, we contribute with an IDP-based algorithm that overcomes the above-mentioned performance-limiting problems. In our contribution we propose the following strategies to fulfill our performance enhancement goals:

- a method for efficient enumeration of splittings;
- a compact representation of the data in memory; and
- a method to parallelize the IDP algorithm.

Our optimized and parallel version is able to obtain a well thread-balanced execution that significantly reduces the IDP running times reported in the literature: from the two months required by IDP for a problem with 27 agents in a 8-core computer to the 1.2 hours required by our algorithm. Therefore, we obtained a significant three orders of magnitude speedup.
### Winner Determination Problem for Combinatorial Auctions

In Chapter 4 we faced the WDP for CA. We observed that state-of-the-art solvers effectively find the optimal solution for up to medium-sized WDPs. However, when a problem is large—having thousands of decision variables—exact methods are very time consuming and unpractical (solutions can take weeks, months or even years). In such cases LP relaxations are able to provide an approximation to the solution of the problem. We found that in the large-scale setup, the convex optimization community is actively developing algorithms able to efficiently approximate LP relaxations to large Combinatorial Optimization problems.

In light of recent developments, we propose to use $AD^3$ [Martins et al., 2014] as a method to solve LP relaxations of the WDP for large-scale CAs. To that end, we first show how to encode a WDP for CA to be solved by means of $AD^3$. Then we determine the scope of applicability of $AD^3$ using distributions generated by a standard Combinatorial Auction Generator [Leyton-Brown et al., 2000].

Our main contribution is the proposal of an $AD^3$-based parallel and optimized algorithm, the so-called $PAR-AD^3$. It addresses our performance enhancement goals thanks to the use of different strategies:

- Addressing problem specificity, producing a faster code but less general.
- The use of a Structure of Arrays (SoA) data representation model.
- The embracing of the edge-centric parallelization.
- The promotion of vectorization

$PAR-AD^3$ is able to solve WDPs for CAs 3 times faster than $AD^3$ using one thread, plus the possibility of running in parallel delivering an additional 4.8X using 6 threads in a 6 core computer. The overall result is an accumulated 12.4X average speedup in our processing resources.

We also evaluate $PAR-AD^3$ against CPLEX solving WDPs for CAs. As stated in the literature [Leyton-Brown et al., 2009], the hardness of every WDP for CA depends on its size and distribution. We determine the problem sizes and distributions that are better suited for $PAR-AD^3$. We observe that $PAR-AD^3$ is well suited for the hardest distributions having a high number of variables/constraints -thousands-, obtaining a peak speedup of 23X with respect to CPLEX. We also observe that $PAR-AD^3$ is able to scale better than CPLEX algorithms in parallel architectures.

### Side-Chain Prediction (SCP)

In Chapter 5, we extended $PAR-AD^3$ algorithm to be able to cope with Arbitrary factors. This extension widens the applicability of $PAR-AD^3$ to a larger scope of problems, since Arbitrary factors are multi-purpose factors able to represent any discrete function, and hence any Combinatorial Optimization
problem.

We benchmarked PAR-AD$^3$ performance by solving LP relaxations for Side-Chain Prediction problems. To perform our experimentation we first used a public SCP-based dataset [Yanover et al., 2006]. Thereafter, since we needed harder instances, we built a new dataset and made it publicly available.

The main contribution in this chapter is the realization of an extended version of PAR-AD$^3$ that includes the optimized computation of Arbitrary factors. The algorithm performing the optimized computation of Arbitrary factors achieves our performance enhancement goals by applying the following techniques:

- Improve memory management. On the one hand, we use thread-private scratch areas in order to perform partial computations, hence promoting memory locality. On the other hand, PAR-AD$^3$ applies a more sophisticated memory allocation strategy that yields a reduction of 97.8% memory allocation calls than AD$^3$.

- Reduce the number of executed instructions. PAR-AD$^3$ reduces to one third (38%) the number of instructions executed by AD$^3$. This is accomplished thanks to: (i) reducing abstraction in the source code; (ii) promoting vectorization; and (iii) using specialized libraries for standard algebraic operations.

PAR-AD$^3$ solves LP relaxations for our Side-Chain Prediction dataset 2.7 times faster than AD$^3$ when using one thread. It also offers the possibility of running in parallel. A parallel PAR-AD$^3$ execution in a 6-core computer delivers an average speedup of 10.8X with respect to AD$^3$.

6.2 Lessons Learned

We recall the challenges we proposed at the introduction of this dissertation and discuss how we approached them. When dealing with the CSG problem, we faced two challenges, the first one being the following one:

C1. What are the algorithmic features of DP and IDP that most impact their performance in a modern processor?

First, to address this challenge, thanks to the use of profiling tools we determined that the most critical operation used in DP/IDP is the splitting generation.

Second we observed that the IDP algorithm memory access pattern is irreg-
ular. The downsides of the irregular memory access pattern are most evidenced when the memory required to represent an instance of the program does not fit in the system’s Last Level Cache (LLC). When this is the case, the average number of Cycles Per Instruction (CPI) starts growing (or the average Instructions Per Cycle, IPC, starts decreasing), with the corresponding performance degradation.

Finally, we underline that the sequential nature of DP and IDP prevents them from getting benefit from parallel architectures.

Recall now our second challenge when dealing with the CSG problem, namely:

**C2. How to enhance DP/IDP to benefit from the parallel paradigm and better exploit hardware resources?**

To address this challenge, we enhanced the execution of DP/IDP by combining different approaches.

We proposed a novel method able to split coalitions. This method is based on the reduction of the problem of splitting coalitions to an enumeration problem. Then we make use of bit-mask operations that have very efficient hardware implementation to obtain a high throughput of the splits generated. We also show how to get benefit from parallelism, and with that end, we contribute with an algorithm that assigns disjoint parts of the work to different threads, hence avoiding thread communication. Finally, the proposed a very compact data representation that minimizes the amount of data stored and transferred from memory to the CPU.

Besides the two challenges tackled for the CSG problem, we also posed two further challenges related to the WDP for combinatorial auctions. As a first challenge, we posed:

**C3. How to solve a relaxation of a combinatorial auction winner determination problem?**

We showed how to encode the WDP for CA as a Factor Graph. In our encoding, every factor enforces a constraint that ensures that only one bid attached to the factor will be part of the solution. Then we proposed to apply AD³ [Martins et al., 2014] to find the MAP of the Factor Graph, which is equivalent to finding the LP relaxation. In our encoding all the factors of the Factor Graph implement the same function: the AtMostOne function.

After some experimentation, we observed that AD³ is competitive with CPLEX, a state-of-the-art MILP solver, when solving LP relaxations for large-scale WDPs in hard distributions. We also observe that although AD³ is suitable for such problems it is prone to optimization and parallelization, and this directly
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drive us to the next challenge.

**C4. How to design a shared-memory parallel algorithm to solve relaxations of the Winner Determination Problem?**

We created a novel $AD^3$-based algorithm that is able to run in parallel in a shared-memory system, the so-called $PAR-AD^3$.

In our parallel version design, we proposed a novel way of representing data by promoting the edges of the underlying graphical model as active entities, hence following an edge-centric paradigm. In this paradigm we proposed to express as many operations as possible from the perspective of an edge. An edge-centric model has advantages in terms of memory representation because the morphology of an edge is fixed, hence it can be represented by static and compact memory structures. Static and compact data structures are, by design, good for the locality and performance.

We also showed how to grasp parallelization by decomposing the $AD^3$ algorithm in a set of stages that contain parallelizable operations. Inside every stage the workload is divided into the available threads. Threads solve their part of work concurrently and then they wait for the last thread to finish in order to synchronize.

Since $PAR-AD^3$, as designed in Chapter 4, only allows to solve problems whose encoding only uses $AtMostOne$ factors, our next challenge has aimed at widening the scope of applicability of $PAR-AD^3$. We do so by facing the following challenge:

**C5. How to design a shared-memory parallel algorithm to solve relaxations of the Side-Chain Prediction problem?**

In the literature, we find that $AD^3$ has already been proposed to solve relaxations of the Side-Chain Prediction (SCP) problem [Martins, 2012b]. We observe that the resolution of the relaxation for the SCP requires the use of factors implementing $Arbitrary$ functions.

To fulfill this challenge we extended the $PAR-AD^3$ algorithm, by incorporating the functionality of solving $Arbitrary$ factors. Then we devised several strategies to improve the performance of the algorithm when solving $Arbitrary$ factors. Our strategies can be grouped in two categories. On the one hand, the strategies that pursue an improvement in the management of the memory system. On the other hand, the strategies that pursue the reduction of the number of machine instructions executed. We applied both strategies to the resolution of the $Arbitrary$ factors with satisfactory results.

Our $PAR-AD^3$ enjoys the benefits of parallelization as an outcome of our contribution to challenge C4. Furthermore, it adds the optimized operation of
the computation performed by *Arbitrary* factors.

We also analyzed the algorithm performance limiters. After a detailed analysis we conclude that *PAR-AD3* is a CPU-bounded algorithm. We also explore the parallel scalability performance and find that the algorithm is able to scale with the number of cores and that its main scalability limiter factor is the differences in thread’s load balance.

Finally learned that besides the specific details of implementation, the strategies we follow that satisfy our performance enhancement goals (reduce machine level instructions, improve memory system performance, embrace parallelism) can lead to significant improvements in similar algorithms.

## 6.3 Future Work

The research carried out in this dissertation opens paths to several future lines.

We find that our work on the efficient and parallel version of IDP could be extended in the following directions:

- **Improve locality.** We propose to represent the data in a very compact way. However when the problem does not fit in the memory cache system we observe a degradation of the algorithm performance. Remains open the study of a more convenient data representation in memory that helps to improve the locality of memory access without sacrificing compactness. A memory access pattern with more locality may potentially yield to better performance.

- **Improve performance in NUMA systems.** An open line is to improve the performance of our algorithm in a NUMA system. An intelligent allocation of data in the different per-CPU memory systems together with a proper division of the work across the different CPUs available, could lead to an increase of performance of the algorithm in a NUMA system execution.

- **Benchmark against ODP-IP** After presenting our contributions in [Cruz-Mencia et al., 2013], ODP-IP [Michalak et al., 2016] was developed. ODP-IP combines two algorithms –ODP and IP–. The ODP part stands for Optimal DP, an improved version of IDP that guarantees the optimal solution exploring less nodes than IDP. ODP also makes use lexicographic ordering as well as fast split bit-mask operations as they were suggested in [Cruz-Mencia et al., 2013]. It remains an open line to measure the performance of our algorithm against ODP-IP using the same hardware as well as study the ways of parallelizing ODP-IP.
• **Apply techniques to other algorithms.** We can explore the application of the performance enhancement techniques employed in IDP, like the Fast Split or the work division between threads, to other CSG algorithms in the IDP family such as IP-IDP [Rahwan and Jennings, 2008a].

The cases of the Winner Determination Problem for Combinatorial Auctions and the Side-Chain Prediction problems are addressed with PAR-AD$^3$. Future lines that remain open for PAR-AD$^3$ are described next.

• **Encode more factors.** PAR-AD$^3$ encodes two different factors: AtMostOne and Arbitrary. However, in the literature and also in the original AD$^3$ description, we find factors that could be added to PAR-AD$^3$. Although the Arbitrary is able to represent any function through enumeration of cases, adding new factors will provide a more specialized code to solve specific problems. Hence the development of specialized factors are a natural way of extending PAR-AD$^3$.

• **Integrate other algorithms.** We also know that there are other algorithms belonging to the same family as AD$^3$ that have a very similar structure, such as ADMM [Gabay and Mercier, 1976] or MPLP [Globerson and Jaakkola, 2008] to name a few. An interesting future line will be to reuse the performance enhancement techniques in the conception of PAR-AD$^3$ (e.g. following the edge-centric model, reusing the stage definition, or the memory representation) to produce the parallel counterparts of state-of-the-art message-passing algorithms for graphical models.

• **PAR-AD$^3$ autotune.** We let unexplored the parametrization of AD$^3$. In our experimentation we have manually tuned AD$^3$ parameters. However it is still unexplored how to adjust these parameters to improve in the resolution of a problem in an automated way using state-of-the-art techniques for the automated configuration of optimization algorithms (e.g. iRACE [López-Ibáñez et al., 2016]).

• **Improve parallel load balance.** We discovered that an improvement in PAR-AD$^3$ load balance would entail an improvement in the scalability of the parallel algorithm. Exploring the ways of improving load balancing remains as a future line.

• **Evaluate in a more parallel environment.** PAR-AD$^3$ should be a good algorithm for processors with many cores but its computational pattern –such as the unbalanced computational load exhibited by the subproblems– make it unappropriated for a GPU-style hardware. However current trends in Computer Architecture (i.e. increasing number of cores
per CPU) make $PAR-AD^3$ a promising algorithm to be run on top of future multicore developments. At the time of the writing there are processors in the market with more than 20 cores –Intel Xeon E7-8894 has currently 24 cores–. Therefore, empirically quantifying the actual speed-ups of $PAR-AD^3$ over such architectures remains a subject of future research.
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