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The road and the tale have both been long, 
would you not say so?

The trip has been long and the cost has been high... 
but no great thing was ever attained easily.

A long tale, like a tall Tower, 
must be built a stone at a time.

—Stephen King, 
The Dark Tower
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Abstract

Supply chain formation involves determining the participants and the exchange of goods within a production network. Today's companies operate autonomously, making local decisions, and coordinating with other companies to buy and sell goods along their supply chains. Decentralized decision making is well suited to this scenario since it better preserves the privacy of the participants, offers better scalability on large-scale scenarios, and is more resilient to failure. Moreover, decentralized supply chain formation can be tackled either by means of peer-to-peer communication between supply chain participants or by introducing local markets that mediate the trading of goods. Unfortunately, current approaches to decentralized supply chain formation, both in the peer-to-peer and the mediated scenario, are unable to provide computationally and economically efficient solutions to the supply chain formation problem.

The main goal of this dissertation is to provide computationally and economically efficient methods for decentralized supply chain formation both in the peer-to-peer and the mediated scenario. This is achieved by means of two optimized max-sum based methods for supply chain formation.

On the one hand, we contribute to peer-to-peer supply chain formation via the so-called Reduced Binarized Loopy Belief Propagation (RB-LBP) algorithm. The RB-LBP algorithm is run by a multi-agent system in which each of the participants in the supply chain is represented by a computational agent. Moreover, RB-LBP's message computation mechanisms allow the efficient computation of max-sum messages. This results in an algorithm that is able to find solutions to the supply chain formation problem of higher value than the state of the art while reducing the memory, bandwidth and computational resources required by several orders of magnitude.

On the other hand, we contribute to mediated supply chain formation via the so-called CHaining Agents IN Mediated Environments (CHAINME) algorithm. The CHAINME algorithm is run by a multi-agent system in which each of the participants and each of the goods in the supply chain is represented by a computational agent. In CHAINME, participants communicate exclusively with the agents representing the goods who act as mediators. Likewise RB-LBP, CHAINME is also endowed with a message computation mechanism for the efficient computation of max-sum messages. This results in an algorithm that is able to find economically efficient solutions while requiring a fraction of the computational resources needed by the state-of-the-art methods for both peer-to-peer and mediated supply chain formation.

Finally, the design and implementation of both of our contributions to decen-
tralized supply chain formation follow the same methodology. That is, we first map the problem at hand into a local term graph over which max-sum can operate. Then, we assign each max-sum local term to a computational agent. Last, we derive computationally efficient expressions to assess the max-sum messages exchanged between these agents. Although our methodology proved to be valid for the design of SCF algorithms, its generality makes it appear as a promising candidate for other multi-agent coordination problems.
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Chapter 1

Introduction

In the current industrial global setting, enterprises are facing an era of changing production paradigms. Instead of taking care of the whole production process, from raw materials to final consumer-ready product, companies rely more and more on outsourcing both the components and the processes needed to obtain the desired goods [Collins et al., 2002]. That, paired with the fact that transportation costs are decreasing while delivery times grow shorter, is leading to the creation of the so called extended enterprise: the dynamic network of interconnected organizations, from suppliers’ suppliers to customers’ customers, which work collaboratively to bring value to the marketplace.

There is plenty of evidence of businesses shifting their production models towards this new paradigm [Norman et al., 2004]. Large traditional manufacturing companies are increasingly outsourcing their production. Software companies forward part of their work to subcontracted companies in India [Borenstein and Saloner, 2001]. Start-ups form temporal coalitions that allow them to compete with larger companies. In all these processes it is of critical importance to be able to choose the right partners among those available in the market.

This new production paradigm, in which companies no longer take care of the whole production process but rather combine their resources, can be studied as Supply Chain Formation (SCF). In the rest of this chapter we first, in Section 1.1 introduce the SCF problem and argue that there is a need for automating SCF. Then, in Section 1.2 we introduce the different approaches to SCF found in the literature highlighting their advantages and weaknesses. Furthermore, in Section 1.3 we outline the contributions in this thesis to overcome some of these shortcomings. Finally, in Sections 1.4 and 1.5 we provide a list publications produced by this thesis and a guide for the reader to the thesis.
Chapter 1. Introduction

1.1 The Supply Chain Formation problem

In [Walsh and Wellman, 2003], the authors define a Supply Chain (SC) as “a network of production and exchange relationships that spans multiple levels of production or task decomposition”. The most basic supply chain is that in which a supplier provides a consumer with a good. According to [Walsh and Wellman, 2003], “Supply Chain Formation (SCF) is the process of determining the participants in the supply chain, who will exchange what with whom, and the terms of the exchanges.”

Next, we provide a simple example that illustrates the Supply Chain Formation problem. This example will serve to introduce key concepts to SCF.

Example 1. Consider a service requester, Dave, who wants to buy some breakfast. The participants in the SC for providing Dave with his breakfast are depicted in Figure 1.1. In this case, Dave is willing to pay $7 for a piece of cake. The piece of cake can be produced by Carol given that she can obtain some flour and eggs and she is paid $3 for baking the cake. Carol has to decide whether to buy the flour either from Alice at $1 or from Bob at $2. Finally, Carol has to buy eggs from Eve at $1 to produce the cake.

We say that Carol is a seller of cakes and a buyer of flour and eggs. Similarly, flour and eggs are the inputs of Carol’s transformation while a piece of cake is the output of her production process. In general, the input goods of a participant are those she requires to perform her transformation. Similarly, her output goods are those obtained after performing her transformation. In Example 1 flour is the output good for both Alice and Bob and the input good for Carol. In the same way, the cake is Carol’s output good and Dave’s input good. Whenever a participant requires a good we say that she is a buyer for that good and, whenever she produces a good we say she is acting as a seller for the produced good. In Example 1 Alice and Bob are flour sellers, Eve is an eggs seller, Carol is a flour and eggs buyer and a cake seller, and Dave is a cake buyer. A certain set of goods are complementary for a participant when she needs to acquire all of them in order to produce her output [Walsh and Wellman, 2003]. In the
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example, Carol needs both flour and eggs in order to produce a cake. Neither flour nor eggs are of any use to Carol unless she can obtain the other. Therefore, flour and eggs are complementary goods for Carol.

The participants in a SC can either be part of the SC process (active) or not (inactive). A SC configuration contains a subset of active participants. Furthermore, a SC configuration is feasible if all active participants are able to buy their input goods as well as to sell their output goods [Walsh and Wellman, 2003]. For instance, Figure 1.2a depicts one feasible SC configuration. Active participants are shown in black while inactive participants are shown in grey. This configuration, in which Alice, Carol, Dave and Eve are active while Bob is inactive, is a feasible one since all active participants buy their input goods and sell their output goods. On the other hand, the SC configuration in which Alice, Carol and Dave are active and Bob and Eve are inactive (Figure 1.2d) is not feasible since nobody is selling eggs to Carol. Besides the feasible configuration in Figure 1.2a, Example 1 allows for two further feasible configurations:

- Bob, Carol, Dave, and Eve are active; while Alice is inactive. That is, Carol buys flour from Bob and, eggs from Eve, bakes the cake and sells it to Dave. This configuration is depicted in Figure 1.2b.
- None of the participants is active. This configuration is depicted in Figure 1.2c.

Following [Walsh and Wellman, 2003], the value of a SC configuration is de-
fined as the total surplus of the SC configuration. Each participant in a SC incurs an activation cost whenever she takes part on the SC. These costs correspond to the amount a participant needs to be paid or the amount a participant is willing to pay for taking part in the SC. Participants that need to be paid (e.g. Alice, Bob, Carol and, Eve) have negative activation costs whereas participants that are willing to pay (e.g. Dave) have positive activation costs. Therefore, the value of a SC configuration, amounts to the addition of the activation costs of all the active participants. The value of the SC configuration depicted in Figure 1.2a is $2 (7-3-1-1). Moreover, the values of the SC configurations depicted in Figure 1.2b and Figure 1.2c are $1 and $0 respectively. Notice that the SC configuration in which all the participants are inactive is always feasible and its value is zero.

Solving the SCF problem amounts to finding the feasible SC configuration with maximum value [Walsh and Wellman, 2003]. Recall that the SC in Example 1 only allows the three feasible configurations depicted in Figures 1.2a, 1.2b and 1.2c whose values are $2, $1, and $0 respectively. Thus the optimal solution to the SCF problem described in Example 1 is the one in Figure 1.2a where Alice, Carol, Dave, and Eve are active.

So far, we have introduced the SCF problem with the help of a simple example. In what follows, we argue that manually solving the SC problem is unpractical for real-world problems and that there is a need for automated SCF.

1.1.1 The need for automated Supply Chain Formation

Today’s market is in constant change. Producers are faced with ever-changing customer needs and resources costs and availability. Consequently it is no longer possible to maintain SCs over extended periods of time [Walsh and Wellman, 2003]. Thus, the ability to quickly form effective, mutually beneficial trading partnerships becomes increasingly important. That is, today’s companies are in need for support to swiftly create business collaborations that allow them to readily respond to changing market needs. Moreover, the logistical complexity of manufacturing and other business activities has been increasing nearly exponentially [Collins et al., 2002]. The old approach for SCF, where SCs were assessed manually after extended negotiations is no longer viable. Furthermore, human irrationality coupled with the complexity of the problem often lead to inefficient SCs [Winsper, 2012]. Therefore, there is a need for agile and flexible methods that support temporal collaboration between enterprises [Norman et al., 2004].

One such method is that of computational agents. Computational agents are able to explore a larger number of offers. Moreover, they are able to evaluate scenarios that are too complex for humans. Therefore, computational agents are well suited for the task at hand [Collins et al., 2002]. Indeed, such techniques have proved to be useful in real-world scenarios saving over $5 billion to businesses by means of combinatorial auctions [Sandholm, 2008].

In this section we have introduced the SCF problem. Moreover, we have
argued that manually solving the SCF problem becomes unpractical as the size and complexity of SCs grow. Thus, the need for automating the SCF process arises. In the next section we provide a brief overview of the approaches in the literature to automated SCF. Moreover, we point out areas with room for improvement as well as key questions that motivate this thesis.

1.2 Motivation

The SCF problem has been widely studied in the multi-agent systems literature [Davis and Smith, 1983, Walsh et al., 2000, Collins et al., 2002, Walsh and Wellman, 2003, Cerquides et al., 2007, Giovannucci et al., 2008, Winsper and Chli, 2010, Mikhaylov et al., 2011, Winsper and Chli, 2013]. In these approaches participants are represented by computational agents (participant agents henceforth) that act in their behalf during the SCF process [Norman et al., 2004]. After the deliberation is over, agents assess the new SC in a fraction of the time required by the manual approach [Winsper, 2012].

The SCF problem has been addressed in the literature mainly by centralized methods [Walsh et al., 2000, Collins et al., 2002, Cerquides et al., 2007, Giovannucci et al., 2008, Mikhaylov et al., 2011]. In centralized approaches, participant agents initially submit bids (that encode their preferences) to a central authority. This central authority assesses the SC configuration with maximum value and notifies the participant agents of the outcome. However, a much less explored field is that of decentralized approaches for SCF which disregard a central authority when deciding which participants must be active [Walsh and Wellman, 2000, Giovannucci et al., 2008, Mikhaylov et al., 2011].

Next we provide more details about both centralized and decentralized approaches to SCF. Moreover, we go one step further in the decentralized SCF and differentiate between approaches that use direct communication between participant agents and those that employ mediators for goods.

1.2.1 Centralized approaches

When facing the decision of how to solve the SCF problem one might be initially compelled to employ a centralized solution [Norman et al., 2004]. That is, to rely on a central authority to assess the resulting SC. Several contributions employ an auctioneer to solve the SCF problem in a centralized manner by means of Combinatorial Auctions (CAs) [Walsh et al., 2000, Collins et al., 2002, Cerquides et al., 2007, Giovannucci et al., 2008, Mikhaylov et al., 2011]. CAs [Cramton et al., 2006] are a negotiation mechanism well suited to deal with complementarities among the goods at trade. Since production technologies often have to deal with strong complementarities, SCF automation appears as a very promising application area for CAs. Mixed Multi-Unit Combinatorial Auctions (MMUCAs) were introduced in [Cerquides et al., 2007] as a generalization of standard CAs. MMUCAs extend the expressivity of standard CAs. Moreover, there
is a computationally efficient solver for mmucas [Giovannucci et al., 2008] that provides the optimal SC.

In such scenario as described above, an auctioneer would determine the active participants in the SC after collecting information about all the participants involved in the production of a good or a set of goods. When solving the SCF problem described in Example 1 in a centralized manner, each of the participants (Alice, Bob, Carol, Dave and Eve) will rely on a participant agent to communicate with a central auctioneer. Figure 1.3 depicts the information flow in such scenario. First, participants send their bids to the auctioneer (Figure 1.3a); then, the auctioneer computes the SC configuration (Figure 1.3b); finally, the auctioneer communicates to each participant whether she should be active in the SC or not (Figure 1.3c). The directed edges between participant agents and auctioneer represent the information flows. Notice that, when solving the problem in a centralized manner there is no communication between participant agents.

However appealing a centralized optimal solution seems it might not be the best strategy [Hayek, 1945]. In general, there are several arguments against solving the SCF problem in a centralized manner and in favor of a decentralized approach. First, due to the decentralized nature of the problem, no central entity might have the allocative authority to perform such operation [Walsh and Wellman, 2003]. Second, even finding a feasible configuration is an NP-HARD problem [Walsh and Wellman, 2000, Fionda, 2009]. Therefore, the SCF problem in large markets results in complex optimization problems [Babaioff and Nisan, 2004] which might render impossible to solve the problem in an exact manner due to computational constraints. Third, centralizing the communication and the computation in a central entity introduces a single point
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Therefore, certain SCF problems are better addressed by some form of decentralization. In the next section we introduce two forms of decentralization.

1.2.2 Decentralized approaches

When facing the problem of assessing SCs in a decentralized manner, the first question to answer is how to distribute knowledge [Hayek, 1945]. A common approach is for each participant in the SC to be represented by a participant agent that acts on her behalf during the SCF process [Norman et al., 2004]. However, the question of how agents communicate and assess the SC with maximum value still remains open. On the one hand, participant agents in decentralized SCF can engage in a peer-to-peer negotiation with their suppliers and consumers. On the other hand, these participant agents, can resort to local markets in which the goods they want to sell or buy are being traded. In what follows we outline both approaches for solving the decentralized SCF problem.

Peer-to-peer approaches

A first approach to decentralized SCF is peer-to-peer (P2P) communication. In P2P approaches, each participant agent directly communicates with the participant agents of the buyers of the goods she is producing and the sellers of the goods she is consuming [Winsper and Chli, 2013]. Therefore, the SCF process takes place directly between the participant agents.

When solving the SCF problem described in Example 1 in a decentralized manner with peer-to-peer communication, each participant agent will communicate with the participant agents of their potential partners. For instance, Alice’s participant agent will only communicate with Carol’s since Carol is the only participant interested in buying flour (Alice’s only output). Figure 1.4 depicts such scenario. The edges between participant agents represent the possible information flows.

An interesting approach to solve the SCF problem in a decentralized manner with P2P communication was proposed in [Winsper and Chli, 2010]. This approach casts the SCF problem as an optimization problem that can be approximated using max-sum. Max-sum is a message passing algorithm that has

![Figure 1.4: Information flow in a P2P architecture.](image)
been widely used in the coordination of agents with very promising results [Farinelli et al., 2008, Stranders, 2009].

Although it is the first fully decentralized approach, the work in [Winsper and Chli, 2010] suffers from several drawbacks. For instance, each of the participant agents has to communicate with all its potential partners, thus increasing its communication requirements. Moreover, a participant agent needs to decide whether or not to collaborate with each potential partner. Therefore, the growth of potential partners comes with increased communication and computation for the participant agent.

**Mediated approaches**

An alternative to the direct communication between participant agents is the introduction of a local market for each of the goods in the SC. Each of these markets is represented by a mediator agent (mediator henceforth) that communicates with the sellers and buyers of the good at trade in the market. Therefore, markets allow participants to reach new potential partners [Kalin, 2000] with no extra cost in terms communication or computation for the participants. Notice that markets can be profitable in a variety of ways such as advertising, charging transaction fees, or membership fees. Furthermore, a broader selection of buyers and sellers means that high profit can be achieved even if the fees are low [Kalin, 2000].

When solving the SCF problem described in Example 1 in a mediated manner, each participant agent will solely communicate with the mediators of the goods she is interested in buying or selling. Figure 1.5 depicts such scenario. For instance, Carol’s participant agent will communicate with the flour, egg and cake mediators, whereas Alice’s participant agent will only communicate with the flour mediator. The edges between participant agents and mediators represent the possible information flows.

In [Walsh and Wellman, 2003], the authors propose SAMP-SB-D, a method for solving the SCF problem in a decentralized manner with the use of mediators. In this approach there is a mediator agent for each of the goods at trade and participant agents communicate exclusively with the mediators of the goods they are interested in buying or selling. On the one hand, each
participant agent submits ascending bids to the mediators. On the other hand, each mediator simultaneously runs an auction for the good it is in charge of. Although this method achieves high economical efficiency, as discussed in [Winsper and Chli, 2013], it incurs in a high penalty in terms of communication. SAMP-SB-D is costly in terms of communication due to the fact that its mediators need to re-evaluate and communicate the winners of the running auctions each time they receive a new bid.

1.2.3 Analysis

So far we have introduced the different approaches in the literature to SCF in terms of the agents involved in the process and how they organize and communicate. However, in the literature, there is no comparison in terms of economical nor computational efficiency between these approaches for SCF. Moreover it is unclear whether decentralized methods can perform efficiently in terms of computation and the value of the SCs assessed. Therefore, the following research questions remain unanswered:

Question 1. Can decentralized SCF methods be economically efficient?
Question 2. Can decentralized SCF methods be computationally efficient?

In the next section we detail our contributions in this thesis that aim to answer the aforementioned research questions.

1.3 Contributions

In this thesis we contribute to the state-of-the-art with two methods for the decentralized assembly of SCs. Both methods (RB-LBP and CHAINME) are based on the max-sum algorithm. Moreover, RB-LBP follows the P2P architecture for decentralized SCF whereas CHAINME follows the mediated architecture. Our methods advance the state-of-the by providing a computational and economical efficient way to solve the SCF problem in a decentralized manner. That is, we propose two decentralized methods for SCF that:

1. Produce economically efficient solutions. We show that CHAINME is able to find solutions to the SCF problem that are close to the optimal one (98% of the optimal value). Moreover, CHAINME is able to find the optimal solution in 78% of the instances. On the other hand, the value of the SCs assessed by RB-LBP can be up to 2 times higher than those assessed by the state-of-the art method for P2P SCF as the size of the problem grows.

2. Approximate solutions to the SCF problem in a computationally efficient manner. On the one hand, RB-LBP uses over 700 times less bandwidth, runs up to 20 times faster, and uses up to five orders of magnitude less memory than the state-of-the-art methods for P2P SCF in
large-scale scenarios. On the other hand, ChainMe is able to assess solutions up to 100 times faster while using up to three orders of magnitude less bandwidth than the state-of-the-art methods for mediated SCF with no impact on the memory requirements.

Moreover, the design and implementation of both of our contributions to decentralized supply chain formation follow the same methodology. Therefore, we further contributed to the state of the art with:

3. **A methodology for the design of decentralized decision making algorithms** that proved to be valid for the SCF problem. Furthermore its generality makes it appear as a promising candidate for other multi-agent coordination problems.

To summarize, we proposed a methodology for the design of decentralized decision making algorithms that resulted in two max-sum based algorithms that prove to be computationally efficient as well as to provide solutions of higher value than the state-of-the-art methods for decentralized SCF.

### 1.4 Dissertation outline

The remaining of this dissertation is organized as follows. In Chapter 2, we provide background knowledge on Periodic Double Auctions and the max-sum algorithm. This background is needed for understanding the concepts in following chapters.

In Chapter 3, we provide the context for our work. We introduce the state of the art methods for Supply Chain Formation. Moreover, we classify this methods into three broad categories: centralized SCF, decentralized P2P SCF, and decentralized SCF with mediators for goods.

In Chapter 4, we provide a formalization of the SCF problem in which participants have only knowledge of their potential buyers and sellers. Moreover, we provide a method for solving the decentralized SCF problem with direct communication between participant agents. Furthermore, we experimentally evaluate our approach against the state of the art in P2P SCF.

In Chapter 5, we provide a formalization of the SCF problem in which participants have knowledge of markets trading their input and output goods. Moreover, we provide a method for solving the SCF problem in decentralized manner in which participant agents communicate with mediators for goods. Furthermore, we experimentally evaluate our approach against the state of the art in mediated SCF with mediators for goods. Finally, we provide a thorough comparison between all the state-of-the-art methods for SCF regardless of their nature.

Finally, in Chapter 6, we draw some conclusions and describe lines for future research.
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Chapter 2
Mathematical Background

In Chapter 1 we introduced the Supply Chain Formation (SCF) problem. Moreover, we argued that there is a need for automated SCF. Furthermore, we pointed out that the automated assessment of Supply Chains (SCs) in a decentralized manner is an emergent field that needs to be studied in depth. In this chapter, we review some concepts that are the building blocks for the state-of-the-art methods for decentralized SCF as well as our own contributions. On the one hand, we review periodic double auctions as a mechanism to assess the participants in a SC in which there is only one good at trade (i.e. the exchanges of a single good with multiple buy and sell offers). Periodic double auctions are used as the main component in the SCF method proposed in [Walsh and Wellman, 2003]. On the other hand, we review the max-sum algorithm as a general technique for decentralized coordination of multi-agent systems. In [Winsper and Chli, 2010], the authors exploit the max-sum algorithm for the formation of SCs.

2.1 Periodic double auctions

In this section we review periodic double auctions, sometimes termed a call market [McCabe et al., 1990], as a mechanism to assess the participants in a SC. Periodic double auctions are well suited to assess SC participants in a scenario in which there is a single good to be exchanged between buyers and sellers. One such scenario is described in the example below.

Example 2. Consider a vintage computer market such as the one depicted in Figure 2.1. In this market, there are eight participants from which four are looking to sell an Apple Macintosh and four are looking to buy an Apple Macintosh. On the one hand, Alice, Bob, Carol, and Dave (the sellers) offer to sell an Apple Macintosh for $2, $3, $4, and $5 each. On the other hand, Eve, Frank, Gene, and Hank are willing to pay $6, $5, $2, and $1 respectively for an Apple computer.

In the vintage computer market described in Example 2, solving the SCF
equals to finding the SC configuration with maximum value. That is, finding the SC configuration in which the total surplus is maximized. The SC configuration that maximizes the total surplus is that in which Alice and Bob sell the computer to Eve and Frank for a total surplus of $6.

The SCF problem described in Example 2 can be tackled by means of a periodic double auction. Two-sided or double auctions permit multiple buyers and sellers to bid to exchange a designated commodity. In the periodic version of the double auction an auctioneer collects buy and sell bids over a specified period of time, then clears the market at the expiration of the bidding period. In order to clear the market, the auctioneer needs to determine the winners of the auction and the price at which the goods will be exchanged. The former is decided by means of a clearing rule whereas the latter is fixed by means of a pricing rule. We cover the process of deciding the winners of the auction in Section 2.1.1 and the process of fixing the price in Section 2.1.2. Finally, in Section 2.1.3 we provide an algorithm to assess both the active participants and the price along with a complexity analysis of the algorithm in terms of memory, communication and computation resources required to run a periodic double auction.

2.1.1 Clearing rule

Going back to the SCF problem described in Example 2 after collecting buy and sell bids from the participants, the auctioneer in a periodic double auction has to decide which participants will be active in the resulting SC configuration (i.e. which participants will exchange the computer). Intuitively, this can be done by matching the best (cheaper) sellers with the best buyers until the exchanges no longer produce surplus. That is, the auctioneer will first match Alice ($-2$) with Eve ($6$) and then Bob ($-3$) with Frank ($5$). The auctioneer will stop matching buy and sell bids at that point since the exchange between Carol ($-4$)
and Gene ($\$2$) does not generate surplus. Therefore, the active participants in the resulting SC configuration will be Alice, Bob, Eve, and Frank, corresponding to the optimal solution to this SCF problem.

In general, we note the largest possible surplus as $\pi^*$. We refer to a $\pi^*$-configuration as a set of buyers and sellers that achieve surplus $\pi^*$. Alice, Bob, Eve, and Frank are active in the $\pi^*$-configuration and Carol, Dave, Gene, and Hank are not. The number of buyers at trade in the $\pi^*$-configuration (2 in this case) is noted as $\eta$.

In the general case, consider an auctioneer ($m_g$) that aims to trade good $g$. Let $S_g$ be the set of sellers that are willing to sell $g$ and $B_g$ the set of buyers that are willing to buy $g$. Table 2.1 describes a general periodic double auction, with $s^1, ..., s^\eta, ..., s^{||S_g||}$ being the sellers ordered descendingly by offer; $b^1, ..., b^\eta, ..., b^{||B_g||}$ being the buyers ordered descendingly by offer; $\nu^g_{s^i}$ is the offer from seller $s^i$ to the auctioneer for good $g$; and $\nu^g_{b^j}$ is the offer from buyer $b^j$ to the auctioneer for good $g$. The buyers and sellers over the dashed line are in the $\pi^*$-configuration whilst the ones below are not.

<table>
<thead>
<tr>
<th>Sellers</th>
<th>Buyers</th>
<th>Fact</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s^1$</td>
<td>$b^1$</td>
<td>$\nu^g_{b^1} + \nu^g_{s^1} &gt; 0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>$s^\eta$</td>
<td>$b^\eta$</td>
<td>$\nu^g_{b^\eta} + \nu^g_{s^\eta} \geq 0$</td>
</tr>
<tr>
<td>$s^{\eta+1}$</td>
<td>$b^{\eta+1}$</td>
<td>$\nu^g_{b^{\eta+1}} + \nu^g_{s^{\eta+1}} &lt; 0$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: General periodic double auction scenario.

So far we have covered how to decide the active participants in a periodic double auction. However, the auctioneer must face one more decision: to assign the price paid by buyers and received by sellers. In the following section we cover two pricing rules.

### 2.1.2 Pricing rules

A price rule in a periodic double auction establishes the clearing price ($\tau$) paid by buyers and received by sellers. We focus on the $(M+1)$st and $M$-th price rules [Wurman et al., 1998]. There are some constraints that the price has to fulfill to ensure individual rationality [Fudenberg and Tirole, 1991] for the active participants (i.e. no active participant receives negative surplus) and fairness for the inactive participants (i.e. no inactive participant would receive a positive surplus if active).

To ensure individual rationality, no seller at trade should be paid less than her bid ($\tau \geq -\nu^g_{s^i}$) and no buyer at trade should pay more than her bid ($\tau \leq \nu^g_{b^j}$).
To ensure fairness the price cannot be larger than the bid of any seller that is left out of trade \( (\tau \leq -\nu_{g_{s+1}}^g) \), and it cannot be smaller than the bid of any buyer that is left out of trade \( (\tau \geq \nu_{b_{s+1}}^b) \). Thus, the clearing price \( \tau \) can take any value such that \( \tau^- \leq \tau \leq \tau^+ \) where

\[
\tau^- = \max(-\nu_{g_{s+1}}^g, \nu_{b_{s+1}}^b)
\] (2.1)

and

\[
\tau^+ = \min(-\nu_{g_{s+1}}^g, \nu_{b_{s+1}}^b).
\] (2.2)

The rule that sets the clearing price at \( \tau^- \) is known as the \((\text{M+1})\)st price rule, whilst the rule that sets the price at \( \tau^+ \) is known as the M-th price rule [Wurman et al., 1998]. The price interval \((\tau^-, \tau^+\)) is known as the bid-ask interval [Wurman et al., 1998]. Regarding Example 2 the \((\text{M+1})\)st price rule would set the price at \( \tau^- = \max(-(-3), 2) = $3 \) (corresponding to Bob’s offer), whereas the M-th price would do it at \( \tau^+ = \min(-(-4), 5) = $4 \), established by Carol’s offer.

### 2.1.3 Periodic double auction clearing algorithm

So far, we have described the rules for determining the active participants in a periodic double auction and fixing the price at which the goods could be exchanged. In what follows we describe a general algorithm to determine both the active participants in the \( \pi^* \)-configuration and the bid-ask interval for the price. Recall from Section 1.2.3 that we are interested in studying whether decentralized SCF can be computationally efficient. Therefore, at the end of this section we study the complexity of the algorithm for periodic double auctions since it is the basic building block of some of the methods in the state-of-the-art for SCF [Walsh and Wellman, 2003].

As we have seen in Section 2.1.1 given a SC, assessing the active participants in its \( \pi^* \)-configuration equals to matching the best buyers and sellers until the exchanges do not generate surplus. Furthermore, as we have seen in Section 2.1.2 determining the bid-ask interval equals to applying Equations 2.1 and 2.2 after finding the \( \pi^* \)-configuration. Intuitively, assessing the set of active participants in the \( \pi^* \)-configuration and the bid-ask interval amounts to:

1. Sorting sellers decreasingly by offer.
2. Sorting buyers decreasingly by offer.
3. Assessing the number of active participants \((\eta)\) by matching buyers and sellers in order until the matches stop generating surplus, that is, until the buy offer is not able to cover the sell offer or there are no more offers.
4. Selecting the top \( \eta \) sellers and buyers to be active.
5. Assessing the bid-ask interval according to Equations 2.1 and 2.2.
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More formally, Algorithm 1 describes the procedure followed by the auctioneer to assess the bid-ask interval \((\tau^-, \tau^+)\) and the set of active buyers \((B^g_a)\) and sellers \((S^g_s)\) in the \(\pi^*\)-configuration given a set of buy offers \((\nu^g_B = (\nu^g_{b1}, \ldots, \nu^g_{b|B^g|}))\), and a set of sell offers \((\nu^g_S = (\nu^g_{s1}, \ldots, \nu^g_{s|S^g|}))\) for a good \(g\).

Algorithm 1 Clearing and pricing rules for a periodic double auction.

Require: A set of buy offers \((\nu^g_B)\) and a set of sell offers \((\nu^g_S)\)

1. Sort sellers decreasingly by offer getting:
2. \(S^g_s = \langle s^1, \ldots, s^{|S^g|} \rangle\)
3. Sort buyers decreasingly by offer getting:
4. \(B^g_b = \langle b^1, \ldots, b^{|B^g|} \rangle\)
5. \(\eta \leftarrow 0 \quad //\text{Assess the number of trading participants}\)
6. while \(\nu^g_{s\eta+1} + \nu^g_{b\eta+1} \geq 0\) do
7. \(\eta \leftarrow \eta + 1\)
8. end while
9. \(S^g_s = \{s^1, \ldots, s^\eta\} \quad //\text{Assess the set of active sellers at trade}\)
10. \(B^g_b = \{b^1, \ldots, b^\eta\} \quad //\text{Assess the set of active buyers at trade}\)
11. \(\tau^- \leftarrow \max(-\nu^g_{s\eta}, \nu^g_{b\eta+1}) \quad //\text{Assess the bid-ask interval}\)
12. \(\tau^+ \leftarrow \min(-\nu^g_{s\eta+1}, \nu^g_{b\eta})\)
13. return \((S^g_s, B^g_b, \tau^-, \tau^+)\)

Next, we analyze the resources necessary to run a periodic double auction. Given \(P = S \cup B\), the set of participants interested on selling or buying good \(g\). First, the auctioneer needs to store the buy and sell offers received from each of the participants, namely \(O(|P|)\) memory. Second, in a periodic double auction, participants send their offers to the auctioneer and then are notified of the bid-ask interval and whether they are active in the \(\pi^*\)-configuration or not. Therefore, the communication requirements are also in \(O(|P|)\). Finally, the costliest operation for the auctioneer is sorting the offers received from the participants which takes \(O(|P| \cdot \log |P|)\) operations. Hence, running a periodic double auction requires low computational resources.

2.2 Max-sum: Maximizing a function that decomposes additively

As mentioned in Section 1.2, the SCF problem has been widely studied in the multi-agent systems literature \cite{DavisAndSmith1983, WalshAndWellman2003, CollinsEtAl2002, GiovannucciEtAl2008, WinsperAndChli2010, MikhaylovEtAl2011, WinsperAndChli2012, WinsperAndChli2013}. Max-sum \cite{BishopEtAl2006}, a message passing algorithm that can find approximate solutions to optimization problems, has been used to solve the SCF problem in a decentralized manner \cite{WinsperAndChli2012, WinsperAndChli2013}. Moreover, max-sum has...
shown good empirical performance in a wide range of multi-agent systems coordination scenarios [Farinelli et al., 2008] [Stranders, 2009] [Kim et al., 2010] [Rogers et al., 2011] [Pujol-Gonzalez et al., 2013b]. As mentioned in Section 1.3, our contributions to decentralized SCF are based on the max-sum algorithm. Therefore, in this section we review it, showing that it can be understood as an exchange of messages over a graph.

In the following, let \( X = \{x_1, \ldots, x_n\} \) be a sequence of variables, with each variable \( x_i \) taking states in a finite set \( \mathcal{D}_i \) known as its domain. The joint domain \( \mathcal{D}_X \) is the cartesian product of the domain of each variable. We use \( x_i \) to refer to a possible state of \( x_i \), that is \( x_i \in \mathcal{D}_i \). Moreover, we use \( X \) to refer to a possible state for each variable in \( X \), that is \( X \in \mathcal{D}_X \). Given a sequence of variables \( X_f \subseteq X \), a local term \( f \) is a function \( f : \mathcal{D}_X \rightarrow \mathbb{R} \). We say that \( X_f \) is the scope of \( f \), and \( X_f \) is a possible state for each variable in \( X_f \). Finally, a term whose scope is a single variable is said to be a simple term, and a term whose scope is two or more variables is said to be a composite term.

A function \( g : \mathcal{D}_X \rightarrow \mathbb{R} \) is said to decompose additively if it can be broken as a sum of local terms. That is, whenever there is a set of local terms \( F \) (referred to as the additive decomposition \( F \)) such that \( g(X) = \sum_{f \in F} f(X_f) \).

Many problems, such as decoding [Forney Jr, 1973] or finding minimal graph cuts [Tarlow et al., 2011], can be reduced to solving the problem of maximizing a function that decomposes additively.

Formally, the problem of maximizing a function that decomposes additively can be expressed as follows:

\[
\begin{align*}
\text{maximize} & \quad g(X) = \sum_{f \in F} f(X_f) \\
\text{subject to} & \quad x_i \in \mathcal{D}_i, \quad \forall i \in \{1, \ldots, n\}
\end{align*}
\]

**Example 3.** Consider a function \( g \) that takes variables \( x_1, x_2, \) and \( x_3 \) as parameters. Moreover, consider the domains of \( x_1, x_2, \) and \( x_3 \) to be \( \mathcal{D}_1 = \{0, 1\} \), \( \mathcal{D}_2 = \{0, 1, 2\} \), and \( \mathcal{D}_3 = \{1, 2\} \) respectively. Finally, consider that the value of function \( g \) is assessed by \( g(x_1, x_2, x_3) = x_1 \cdot x_1 + x_1 \cdot x_2 - x_2 \cdot x_3 \).

It is easy to see that function \( g \) described in Example 3 can be decomposed additively in three local terms. Taking terms \( f_1(x_1) = x_1 \cdot x_1 \), \( f_2(x_1, x_2) = x_1 \cdot x_2 \), and \( f_3(x_2, x_3) = -x_2 \cdot x_3 \) with scopes \( X_{f_1} = \{x_1\} \), \( X_{f_2} = \{x_1, x_2\} \), and \( X_{f_3} = \{x_2, x_3\} \) we obtain \( g \)’s additive decomposition \( F = \{f_1, f_2, f_3\} \). Notice that the problem of maximizing function \( g \) has more than one optimal solution. One of these optimal solutions is \( x_1 = 1, x_2 = 0, x_3 = 2 \), with a value of 1, that is \( g(1, 0, 2) = 1 \).

Max-sum provides an approximate solution for the problem of maximizing a function that decomposes additively in three steps. First, it maps the problem into a structure called local term graph. Then, it iteratively exchanges messages between the vertices of that graph. Finally, it determines the states of the variables. In the following sections, we review each of the three steps.
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2.2.1 From an additively decomposable function to a local term graph

The first step that max-sum performs to solve the problem of maximizing a function \( g \) that decomposes additively is mapping an additive decomposition \( F \) of \( g \) into a graph known as the local term graph. The local term graph \( G_{LT} \) is simply a specialization of the local domain graph defined in [Aji and McEliece, 2000] to the max-sum semiring. Each vertex of the \( G_{LT} \) is, as its name suggests, a local term in an additive decomposition \( F \) of our objective function \( g \). An edge between two terms in the \( G_{LT} \) means that these two terms share one variable and that they are willing to exchange information about the variable they share.

For each vertex \( v \in G_{LT} \), we note \( f_v \) its associated term. We refer to vertices associated with simple terms as simple vertices and to vertices associated to composite terms as composite vertices.

Figure 2.2 illustrates the process of mapping the additive decomposition of function \( g \) in Example 3 into a \( G_{LT} \). In this illustration we use circles to depict simple vertices and squares to depict composite vertices. First, a simple vertex is created for each of the variables (Figure 2.2a). Since \( f_1 \) is a simple term that only depends on \( x_1 \) it is included in the simple vertex for variable \( x_1 \). Second, a composite vertex is created for each of the composite terms, that is, \( f_2 \) and \( f_3 \) (Figure 2.2b). Finally, each composite vertex is connected to the simple vertices of each of the variables in its scope (Figure 2.2c). That is, the composite vertex associated to \( f_2 \) is connected to the simple vertices for variables \( x_1 \) and \( x_2 \). Similarly, the composite vertex associated to \( f_3 \) is connected to the simple vertices for variables \( x_2 \) and \( x_3 \).

In general, the local term graph used by max-sum is built from \( F \) as follows. First, for each variable \( x_i \), a simple vertex is created, associating with it a term \( (f_{x_i}) \) that is the addition of every simple term in \( F \) whose scope is \( x_i \). Second,
for each composite term $f_j$, a composite vertex is created. With a slight abuse of notation, we label $x_i$ the simple vertex associated to variable $x_i$ and $f_j$ the composite vertex associated to composite term $f_j$. Finally, each composite vertex is connected to the simple vertex of each of the variables in its scope. Notice that, since composite vertices are only connected to simple ones and vice versa, any pair of connected vertices in this graph share a single variable, the one corresponding to the simple vertex. Furthermore, notice that the $G_{LT}$ is a bipartite graph with two disjoint sets corresponding to the set of simple vertices and the set of composite vertices.

### 2.2.2 Exchanging messages on a local term graph

After an additive decomposition of the function to maximize has been mapped into a local term graph, max-sum proceeds by iteratively exchanging messages over that local term graph. The procedure followed by each vertex $v$ of the local term graph, is a particular case of iterative GDL (see section VII in [Aji and McEliece, 2000](#)). Each vertex of the local term graph is in charge of receiving messages from its neighbors, composing new messages and sending them to its neighbors. Recall from Section 2.2.1 that in a $G_{LT}$ any two vertices connected by an edge share a single variable. Therefore, there will be messages exchanged from simple vertices $x_i$ to composite vertices $f_j$ and vice versa. The message exchanged between a pair of vertices is a vector of real numbers, one for each possible state of the variable shared by both vertices. The exchange of messages continues until a convergence criterion is met.

The message sent from a composite vertex $f$ to its neighbor $x$ ($\mu_f^x$) is assessed from the messages previously received by $f$ as follows

$$
\mu_f^x(x) = \max_{X_f \setminus \{x\}} \left\{ f(X_f) + \sum_{x' \in N(f) \setminus \{x\}} \mu_{x'}^x(x') \right\} \quad \forall x \in \mathcal{D}_x \quad (2.3)
$$

where $X_f \setminus \{x\}$ can take every possible state of every variable in the scope of local term $f$ except $x$; $f$ is the local term associated to the vertex, and $N(f) \setminus \{x\}$ is the set of neighbors of $f$ excluding $x$.

On the other hand, the message sent from a simple vertex $x$ to its neighbor $f$ ($\mu_x^f$) is assessed from the messages previously received by $x$ as follows

$$
\mu_x^f(x) = f_x(x) + \sum_{f' \in N(x) \setminus \{f\}} \mu_{f'}^x(x) \quad \forall x \in \mathcal{D}_x \quad (2.4)
$$

where $f_x$ is the simple term associated to $x$ and $N(x) \setminus \{f\}$ is the set of neighbors of $x$ excluding $f$. Next, we describe the algorithm followed by each of the vertices in the $G_{LT}$.

Initially, each vertex $v$ will initialize the message from each of its neighbors $w$ to zeros. After that, for each neighbor $w$, it will assess message $\mu_w^v$ according to Equations 2.3 or 2.4, send the message to the corresponding neighbor, and
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Algorithm 2

Algorithm run by any vertex \( v \) of the local term graph

1: For each vertex \( w \) neighbor of \( v \), initialize message \( \mu^w_v \) to zeros.
2: \textbf{while not} convergence \textbf{and} not maximum number of iterations \textbf{do}
3: Assess message \( \mu^w_v \) for each vertex \( w \) neighbor of \( v \).
4: Send message \( \mu^w_v \) to each vertex \( w \) neighbor of \( v \).
5: Receive message \( \mu^v_w \) from each vertex \( w \) neighbor of \( v \).
6: \textbf{end while}

receive the message \( \mu^w_v \) from vertex \( w \). The procedure, given by Algorithm 2, is repeated until convergence or a maximum number of iterations is reached.

Max-sum is said to have converged after none of the messages change from one iteration to another [Koller and Friedman, 2009]. A slightly less stringent criterion for convergence is to stop max-sum after the preferred states for the variables do not change from one iteration to another [Farinelli et al., 2008]. This second criterion is useful for instances in which the preferred state of the variables converges but the messages marginally change at each iteration.

When the local term graph is a tree, max-sum is guaranteed to converge to the optimal configuration [Weiss, 2000]. Otherwise, if the local term graph contains cycles, the max-sum message exchange may converge to an approximation and even fail to converge. Yet, if max-sum converges, it is known to provide neighborhood maximum configurations [Weiss and Freeman, 2001, Vinyals et al., 2010]. For instance, in local term graphs with a single cycle, the neighborhood maximum is the global maximum and so max-sum is optimal in this case.

2.2.3 Determining the states of the variables

After the message exchange ends, it is necessary to determine the states of the variables. That is, for each variable \( x \) of the function to optimize we need to choose a state from its domain \( \mathcal{D}_x \). There are different strategies for fixing the states of the variables. Here, we will review the most commonly used one: \emph{independent variable marginals}. With this approach, decisions on the state of each variable are simultaneously taken by each simple term. These decisions can be taken independently for each variable since each variable is represented by only one simple term. The assignment of the state for a variable \( x \) in its single term that maximizes its local value is then assessed as:

\[
x^* = \arg \max_x \left\{ f_x(x) + \sum_{f \in N(x)} \mu^x_f(x) \right\}.
\]  

(2.5)

Assigning states this way is fast and simple. However, it could be the case that the decisions taken by each of the vertices do not fit together. For instance, take function \( g \) defined in Example 3. The assignment \( x_1 = 1, x_2 = 0, x_3 = 2 \) is an optimal one with value \( g(1,0,2) = 1 \). However, the assignment \( x_1 = 1, x_2 = 1, x_3 = 1 \) is also optimal and has value \( g(1,1,1) = 1 \). The values assessed by Equation 2.5 will be equal for both states of variable \( x_3 \), but selecting the
values for variables $x_1 = 1$, $x_2 = 1$, $x_3 = 2$ independently will result in a suboptimal solution with value $g(1, 1, 1) = 0$. Thus, some approaches such as [Givoni and Frey, 2009][Pujol-Gonzalez et al., 2013b] determine the values of the variables in a domain specific manner.

2.2.4 Reducing max-sum computational complexity

So far we have described max-sum as an algorithm to find approximate solutions to an optimization problem; as long as it can be represented by a function that decomposes additively. Unfortunately, since assessing the message in Equation 2.3 takes exponential time in the number of variables, max-sum might perform poorly in terms of computation in problems that contain local terms with large scopes. However, studying the particularities of a specific composite local term can lead to reduce the complexity of assessing its outgoing messages [Tarlow et al., 2010]. The following example illustrates this reduction.

**Example 4.** Consider the sequence of $N$-ary variables $X = \langle x_1, \ldots, x_n \rangle$, with each of the variables sharing the same domain $D = \{1, \ldots, N\}$. Moreover, take the composite local term $f$ with scope $X_f = \langle x_1, \ldots, x_n \rangle$ that takes value 0 whenever all the variables share the same state and $-\infty$ otherwise. Formally,

$$f(x_1, \ldots, x_n) = \begin{cases} 0, & \text{if } x_i = x_{i+1} \quad 1 \leq i < (n-1) \\ -\infty, & \text{otherwise.} \end{cases}$$

Assessing the max-sum message from local term $f$ to a variable $x_i$ in its scope for state $x_i$ ($\mu_{x_i}^f(x_i)$) using Equation 2.3 would take exponential time on the number of variables in $f$’s scope. However, if we take a closer look at how this message is computed and the particularities of local term $f$ we can reduce this complexity. Since we are assessing the message for variable’s state $x_i$, any assignment to variables $X_f \setminus \{x_i\}$ other than assigning all the variables to $x_i$ will result in a message containing a value of $-\infty$. Therefore, in order to maximize the expression in Equation 2.3 all variables in $X_f \setminus \{x_i\}$ must take value $x_i$. Hence, we can compute the message from local term $f$ to any variable $x_i$ in its domain for a state $x_i$ as the addition of the messages received by $f$ from its neighboring variables for that same state. More formally, Equation 2.3 for local term $f$ can be assessed as:

$$\mu_{x_i}^f(x_i) = \sum_{x' \in N(f) \setminus \{x_i\}} \mu_{x'_i}^f(x_i).$$

Thus, reducing the complexity of assessing the message from local term $f$ to a neighbor $x_i$ from exponential to linear.

In [Givoni and Frey, 2009], the authors provide the first simplified expressions to assess the outgoing messages from composite local terms. Later on, the works in [Tarlow et al., 2010][Pujol-Gonzalez et al., 2013][Pujol-Gonzalez et al., 2013b] expand the collection of local terms that can have
their output messages assessed in linear (or log-linear) time. These simplifications are usually performed over local terms that operate over binary variables only. However, $N$-ary variables can be represented by converting variables with $N$ states into $N$ binary variables with a 1-of-$N$ constraint [Tarlow et al., 2010]. Moreover, since each variable is binary, it may appear from Equations 2.3 and 2.4 that the vertices must exchange two-valued messages. Therefore, one might think that introducing additional variables comes at the cost of additional messages being passed since for each possible state of a variable two values would be sent instead of one. In practice, for any message $\mu_{w,v}$, vertices can just exchange a single-valued message $\nu_{w,v}$ representing the difference between the two values for its possible settings. Formally,

$$\nu_{w,v} = \mu_{w,v}(1) - \mu_{w,v}(0).$$

Thus, preserving the amount of information exchanged between vertices. The original two-valued message can be recovered from this scalar up to an additive constant. For instance, we can recover $\mu_{w,v}$ from $\nu_{w,v}$ by defining $\mu_{v}(1) = \nu_{v}$ and $\mu_{v}(0) = 0$. However, this is not important because adding a constant to all values of a message does not alter the output of the algorithm [Givoni and Frey, 2009].

The technique described above will be key in the development of our contributions to decentralized SCF both in peer-to-peer and mediated SCF. That is, in Chapters 4 and 5 we will introduce new types of local terms whose message calculation can be simplified in order to build computationally efficient methods for decentralized SCF.

### 2.3 Conclusion

In this chapter we have reviewed periodic double auctions as a mechanism to assess the participants in a SC in which there is only one good at trade. Moreover, we have reviewed the max-sum algorithm as a method for approximating optimization problems in a decentralized manner. Both of these tools will be key in understanding the state-of-the-art methods for SCF reviewed in the next chapter. Finally, we have reviewed a technique to reduce the time complexity required by the max-sum algorithm to operate. This technique will be the base of the methods for decentralized SCF that we introduce in later chapters.
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Related Work

The Supply Chain Formation (SCF) problem has been widely studied by the multi-agent systems community. Numerous contributions can be found in the literature where participants are represented by computational agents (e.g. [Davis and Smith, 1983, Walsh et al., 2000, Collins et al., 2002, Walsh and Wellman, 2003, Cerquides et al., 2007, Giovannucci et al., 2008, Winsper and Chli, 2010, Mikhaylov et al., 2011, Winsper and Chli, 2013]). These computational agents act in behalf of the participants during the SCF process [Norman et al., 2004]. Moreover, the agents representing the participants interact with each other for a period of time after which the new Supply Chain (SC) is formed. By employing computational agents it is possible to form SCs in a fraction of the time required by the manual approach [Winsper, 2012].

As discussed in Chapter 1 SCF methods can be classified in three categories depending on the architecture they follow. A first division is to separate SCF into centralized and decentralized architectures. Furthermore, we can separate the decentralized methods into two further categories depending on whether the communication between participants is either direct or mediated. In this chapter we briefly review the contributions within these three categories and provide a description of the state-of-the-art methods for each of them.

3.1 Centralized approaches

A compelling approach to address the SCF problem is to employ a centralized method [Norman et al., 2004]. Unsurprisingly, the majority of the contributions in the literature follow a centralized approach (e.g. [Walsh et al., 2000, Collins et al., 2002, Cerquides et al., 2007, Giovannucci et al., 2008, Mikhaylov et al., 2011]). In a centralized approach, participant agents inform a central authority of their preferences (encoded as offers). After collecting the offers of all participant agents, the central authority determines the resulting SC. Subsequently, the aforementioned central authority notifies the participants whether they are active in the resulting SC and the
terms, such as prices, and with whom they will exchange goods.

Combinatorial Auctions (CAs) [Cramton et al., 2006] are a common mechanism to solve the SCF problem because they are well suited to deal with complementarities between goods. This sort of approaches make use of an auctioneer that acts as the central authority of the system. After collecting the bids from the participants, the auctioneer determines the SC of maximum value and notifies the participants if they are active and the terms of the exchanges. In [Walsh et al., 2000], the authors propose one such method of centralized SCF by means of a CA. Moreover, the authors study the economic impact that participants bidding strategically have in the SC. In [Collins et al., 2002], the authors introduce a model capable of dealing with temporal and precedence constraints. Thus, providing solutions that represent a schedule for the execution of the SC. Later, in [Cerquides et al., 2007], a new bidding language is introduced that increases the expressiveness of standard CAs allowing to express bids that contain multiple copies of the same transformation, transformations that take (or produce) multiple units of the same good, offer different bundles of transformations, and different prices for a transformation depending on how many times it is performed (bulge discounts). In [Giovannucci et al., 2008], the authors provide the means to reduce the computational complexity of solving the Winner Determination Problem of the previous approach through a formal analysis of the topology of the problem. Recently, in [Mikhaylov et al., 2011], the authors propose to solve the SCF problem in a sequential manner. Therefore, the auctioneer first accepts bids for her required goods and, in subsequent iterations, she accepts bids for the required goods of previous iterations. Regardless of their particularities, all the methods described above solve the Winner Determination Problem in a similar manner which we describe next.

### 3.1.1 Solving the Supply Chain Formation problem

Solving the Winner Determination Problem (WDP) with CAs is usually achieved by means of an Integer Program (IP). The IP receives as input the participants’ bids, a set of goods the auctioneer expects to end up with, and a set of the goods that are readily available for the auctioneer. Moreover, the output of the IP is a set of transformations to be executed that correspond to the bids from the participants to be accepted. In the case the IP formulation takes into account the order in which the tasks must be performed, the output would be a sequence of transformations to execute in order to produce the required output [Collins et al., 2002, Cerquides et al., 2007]. Next, we analyze the complexity of the method introduced in [Cerquides et al., 2007].

The WDP proposed in [Cerquides et al., 2007] has a binary decision variable for each task submitted by a participant and position on the solution. Moreover, since the solution is a sequence of transformations to be executed, and all the transformations can be potentially selected to be accepted, there would be as many positions on the solution as tasks in the SC. This encoding is used in order to cope with cyclic transformations (those that produce goods that are used in previous levels of the SC). Therefore, in a problem with \( N \) transformations, there
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would be $N^2$ binary variables (one for each transformation-position). Thus, the number of variables in the IP grows quadratically with the number of transformations which hinders its scalability \cite{Cerquides et al., 2007}. Moreover, a valid solution must comply with a set of constraints over the bids and the accepted transformations. That is, the IP needs to enforce, by means of constraints, that it is possible to obtain the requested goods from the goods that are initially available by applying the transformations in the solution in the given order while respecting the bids submitted by the participants. Although it is possible to significantly reduce the number of variables and constraints through formal analysis of the topology of the problem, solving the WDP by means of IP still turns out to be impractical in high complexity scenarios \cite{Giovannucci et al., 2008}.

3.1.2 Analysis

Although solving the SCF in a centralized optimal manner seems to be appealing, it might not be the best strategy \cite{Hayek, 1945}. In general, there are several arguments against solving the SCF problem in a centralized manner and in favor of a decentralized approach. First, centralized approaches rely on a central authority that possesses the private valuations of all agents and determines a feasible allocation. By doing so, these approaches need for all participants to fully trust the central authority. However, there are scenarios where that assumption can not be taken so easily (e.g. temporal coalitions among companies without the intervention of a third party mediator). Therefore, due to the decentralized nature of the problem, no central entity might have the allocative authority to perform such operation \cite{Walsh and Wellman, 2003}. Second, even finding a feasible configuration is an NP-HARD problem \cite{Walsh and Wellman, 2000, Fionda, 2009}. Therefore, the SCF problem in large markets results in complex optimization problems \cite{Babaioff and Nisan, 2004} which might render impossible to solve the problem in an exact manner due to computational constraints. Moreover, these methods can also have scalability issues due to their centralized nature. Third, the existence of a centralized entity introduces a single point of failure in the system. Therefore, certain SCF problems (specially those related to large markets) are better addressed by avoiding the use of a central authority. In the next section, we cover the state of the art in decentralized SCF and analyze whether these solutions are economically (Question 1) and computationally (Question 2) efficient.

3.2 Decentralized approaches

Decentralized SCF appears as an alternative to centralized SCF in order to overcome some of its limitations. A special area of interest when facing the SCF problem in a decentralized manner is that of how to distribute the knowledge \cite{Hayek, 1945}. Generally, participants in the SCF process are represented by computational agents \cite{Norman et al., 2004} usually referred to as participant agents. These participant agents act on behalf of the participants during the
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Figure 3.1: Lime juice industry SC described in Example 5.

SCF process. However, one must still decide how the participant agents will interact with each other in order to determine the active participants in the SC and the terms of the exchanges.

As discussed in Section 1.2.2, a first approach to decentralized SCF considers peer-to-peer (P2P) communication. In P2P SCF, participant agents only interact with the participant agents representing their suppliers and consumers, this approach is followed by [Winsper and Chli, 2010, Winsper and Chli, 2013]. A decentralized alternative to P2P SCF is that of mediated SCF. In this setting, participant agents resort to local markets in which the goods they want to sell or buy are being traded [Walsh and Wellman, 2000, Walsh and Wellman, 2003]. In the following sections we elaborate on this distinction and review the state-of-the-art for both P2P SCF and mediated SCF.

3.2.1 Peer-to-peer Supply Chain Formation

In P2P approaches to SCF, each participant agent communicates directly with the participant agents representing its potential buyers and sellers. That is, the participant agents representing participants providing the goods it requires as inputs and the participant agents representing participants consuming the goods it produces. Therefore, the SCF process takes place between participant agents with no intervention of any third party. Take, for instance, the example of a local lime juice industry described below.

Example 5. The participants in the SC for our local lime juice industry are depicted in Figure 3.1. In this setting, we have three lime producers (Alice, Bob, and Carol), each of them can produce a kilo of limes at a particular cost: Alice and Carol ask for $5 each, whereas Bob asks for $7. Then we have Dave, the lime squeezer, who given a kilo of limes can produce a liter of juice for $10. Thus, Dave acts as a buyer of limes and as a seller of juice. Finally, there are three juice buyers (Eve, Frank, and Gene), each aiming at buying a liter of juice at a given price: Eve offers $20, Frank $22, and Gene $18.

In this setting, lime producers Alice, Bob, and Carol will negotiate with
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Dave who will negotiate with Eve, Frank, and Gene. This communication will take place directly between the participants without the intervention of any third party. Next, we describe the state-of-the-art method for P2P SCF, namely Loopy Belief Propagation [Winsper and Chli, 2013], which is based on the max-sum algorithm described in Chapter 2.

**Loopy belief propagation**

In [Winsper and Chli, 2010], the authors introduce Loopy Belief Propagation (LBP) as a method to solve the SCF in a decentralized manner with P2P communication. The work in [Winsper and Chli, 2010] shows that the SCF problem can be cast as an optimization problem that can be efficiently approximated using max-sum. Thus, the authors offer the means of converting a SCF problem into a local term graph, as defined in Section 2.2, on which max-sum can operate.

In LBP, the SCF problem is represented by a model in which each of the participants’ decisions is encoded in single variable. In Example 5, Alice, Bob, Carol, Dave, Eve, Frank, and Gene decisions would be encoded in variables $x_A, x_B, x_C, x_D, x_E, x_F$, and $x_G$. The states of each variable encode the individual decisions that the participant needs to make regarding her exchange relationships plus an inactive state. Moreover, the activation cost for a participant $p$ is encoded by means of a simple term $f_p$, also called activation term. Each of these activation terms has the participant’s variable as its scope and takes value zero for the inactive state and the activation cost for any of the active states. For instance, take $x_A$, $x_D$, and $x_E$, the variables encoding Alice, Dave, and Eve in Example 5. Table 3.1 lists the possible states each of these variables can take as well as the value of their activation terms. For Alice’s variable, there are two possible states (either sell to Dave or remain inactive) and the activation term takes on value $-5$ (Alice’s activation cost) for the active state and 0 for the inactive state. Notice that the states of $x_D$ (from $\sigma_2$ to $\sigma_{11}$) encode all possible exchange relationships for Dave.

In order to ensure that decisions are consistent among participants, in LBP, there is a compatibility term for each pair of variables representing potential partners. A compatibility term $f_{p_1p_2}$ encodes the compatibility between the decisions of the two participants $p_1$ and $p_2$. Two participants are in incompatible states whenever one of them is willing to trade with the other, but the other one does not. Consider participant variable $x_D$, its state $\sigma_2$ is compatible with $x_A$’s state $\sigma_0$, but it is incompatible with $x_A$’s $\sigma_1$ (Alice does not provide lime to Dave!). If two states are compatible, the value of the compatibility term is zero, otherwise is negative infinity. Thus, considering $x_A$ and $x_D$, $f_{AD}(\sigma_0, \sigma_2) = 0$ and $f_{AD}(\sigma_1, \sigma_2) = -\infty$.

To summarize, LBP maps the SCF problem into a set of participant variables $X = \{x_1, \ldots, x_N\}$, a set of activation terms $F_A = \{f_1, \ldots, f_N\}$, one per variable, and a set $F$ of compatibility terms. Then, solving the SCF problem amounts to finding a state assignment for the participant variables in $X$ that maximizes the
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<table>
<thead>
<tr>
<th>$x_A$</th>
<th>semantics</th>
<th>$f_A(x_A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_0$</td>
<td>sell to Dave</td>
<td>$-5$</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>don’t sell</td>
<td>$0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_D$</th>
<th>semantics</th>
<th>$f_D(x_D)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_2$</td>
<td>buy from Alice, sell to Eve</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_3$</td>
<td>buy from Alice, sell to Frank</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_4$</td>
<td>buy from Alice, sell to Gene</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_5$</td>
<td>buy from Bob, sell to Eve</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_6$</td>
<td>buy from Bob, sell to Frank</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_7$</td>
<td>buy from Bob, sell to Gene</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_8$</td>
<td>buy from Carol, sell to Eve</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_9$</td>
<td>buy from Carol, sell to Frank</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_{10}$</td>
<td>buy from Carol, sell to Gene</td>
<td>$10$</td>
</tr>
<tr>
<td>$\sigma_{11}$</td>
<td>don’t buy, don’t sell</td>
<td>$10$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_E$</th>
<th>semantics</th>
<th>$f_E(x_E)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{12}$</td>
<td>buy from Dave</td>
<td>$20$</td>
</tr>
<tr>
<td>$\sigma_{13}$</td>
<td>don’t buy</td>
<td>$0$</td>
</tr>
</tbody>
</table>

Table 3.1: Example of states (and values) of agent variables.

The following reward function:

$$R_{\text{LBP}}(X) = \sum_{x_i \in X} f_i(x_i) + \sum_{f_{kl} \in F} f_{kl}(x_k, x_l). \tag{3.1}$$

Notice that the expression obtained in Equation 3.1 can be decomposed additively. Therefore, it can be mapped into a local term graph over which max-sum can operate in order to find a solution to the SCF problem. Applying the steps described in Section 2.2.1 to the SCF problem illustrated in Example 5 we obtain the local term graph depicted in Figure 3.2. Recall that, for each composite term $f_c$ a composite vertex (depicted by a box) is created and labeled $f_c$. Moreover, the simple terms which scope is a variable $x$ are represented by a simple vertex (depicted by a circle) and labeled $x$. In Figure 3.2 each dashed box represents the local terms each of the participant agents needs to be aware of. Note that to determine their compatibility, both Alice and Dave need to keep a copy of compatibility term $f_{AD}$. Moreover, Alice’s participant agent must know both $x_A$ simple term and $f_{AD}$ composite term. On the other hand, Dave’s participant agent needs to be aware of $x_D$ simple term and all of $f_{AD}$, $f_{BD}$, $f_{CD}$, $f_{DE}$, $f_{DF}$, and $f_{DG}$ composite terms.

Once the SCF problem has been mapped into a local term graph, max-sum can be readily applied to find a solution. In LBP participant agents exchange messages with their potential partners following Equations 2.3 and 2.4. Convergence in LBP occurs when all the participant agents find that their preferred state is the same as in the previous iteration of the algorithm. The preferred state of each variable is determined using independent variable marginals as discussed in
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Section 2.2.3. The preferred state extracted using these methods may produce unfeasible SCs, thus LBP includes a final phase in which unfeasible parts of the solution are pruned.

Recall from Section 1.2.3 that we are interested in finding out whether decentralized SCF can be computationally efficient (Question 2). With that goal in mind, in what follows, we provide a computational complexity analysis of LBP.

Example 5 makes us wonder about LBP’s memory and communication requirements. Notice that participant variable $x_D$ requires $3^2 + 1$ states and each of Dave’s compatibility term requires $2 \cdot (3^2 + 1)$ entries (the product of the number of states of the two participants). If Dave had another input good provided by three other participants, $x_D$ would require $3^3 + 1$ states and compatibility terms with $2 \cdot (3^3 + 1)$ entries. In general, the memory requirements for a participant agent in LBP exponentially grow with the number of goods and neighboring participants. Notice that Equations 2.3 and 2.4 indicate that the size of messages between compatibility and activation terms is as large as the number of states that the participant variable they share can take. In figure 3.2, LBP would employ messages of size $3^2 + 1$ to and from simple term $x_D$.

From this discussion follows that in markets with high degrees of competition (where goods are either produced or consumed by a wealth of participants), the resulting local term graph is highly demanding in terms of memory, communication, and computational requirements. Next, we assess some upper bounds on the amount of computation, memory, and bandwidth required by LBP at each iteration of the max-sum algorithm. We assume that there are $n$ participants, each participant is connected to at most $G$ goods, and each good is connected to at most $P$ participants. Hence, a participant has at most $G \cdot P$ potential partners. Therefore, the requirements are:

**Computation.** The costliest operation for a participant agent is to assess the messages from its compatibility terms to the neighboring agents’ activation terms. Assessing the values for each compatibility term takes $O(P^{2G})$ operations. Moreover, each participant is in charge of $G \cdot P$ compatibility terms. Therefore, each of the participants needs to perform $O(G \cdot P^{2G+1})$ operations on each max-sum iteration.
Memory. Each compatibility term requires at most \( P^2 \) entries to store compatibility values. Since each participant agent shares compatibility terms with \( G \cdot P \) neighbors, the memory each participant agent requires is \( \mathcal{O}(G \cdot P^{G+1}) \).

Communication. The messages between a compatibility term and an activation term are of size \( \mathcal{O}(P^G) \), the number of states the shared variable can take. Since each participant agent shares compatibility terms with at most \( G \cdot P \) neighbors, it consumes \( \mathcal{O}(G \cdot P^{G+1}) \) bandwidth. Finally, since we consider \( n \) participants in the SC, LBP requires \( \mathcal{O}(n \cdot G \cdot P^{G+1}) \) bandwidth overall per iteration.

Even though LBP is the first P2P approach for decentralized SCF, the work in [Winsper and Chli, 2010, Winsper and Chli, 2013] has some drawbacks. First, the exponential resource requirements of LBP, particularly in markets with high degrees of competition, significantly hinder its scalability. Furthermore, regarding privacy, the message each agent receives from a trading partner also contains information about her competitors. For example, in Figure 3.2 Dave’s participant agent would send a message to Alice’s that contains all his states and thus Alice’s participant agent would be aware of the existence of other lime sellers.

An alternative to P2P communication between participant agents is the introduction of local markets. In this setting, the market for each of the goods in the SCF problem is represented by a computational agent that mediates between the participant agents interested in buying or selling the good it is in charge of. The following section covers these approaches for mediated SCF.

### 3.2.2 Mediated Supply Chain Formation

Decentralized SCF approaches that employ mediators for goods aim at alleviating part of the responsibility held by the participants in P2P SCF. In order to do so, the concept of local markets is introduced as described in Section 1.2.2 architecture. In this setting, a local market is created for each of the goods at trade in the SC. Moreover, for each local market there is a mediator agent (mediator henceforth) that acts as intermediary for the good at trade in its market. Each of the participant agents has access only to the local markets of the goods it is interested in buying or selling [Kalin, 2000]. The introduction of mediators removes the need for direct communication between participant agents, thus participant agents can reach more potential partners [Kalin, 2000] without incurring any extra cost in terms of communication or computation. Notice that the mediators can be made profitable in a variety of ways such as charging membership or transaction fees or advertising. Further, more buyers and sellers for a good means that higher profit can be achieved by the mediators even if the fees are low [Kalin, 2000].

In [Walsh and Wellman, 2000], the authors model the SCF problem as a satisfiability problem and propose a method to solve it in a decentralized manner using local markets and mediators. However, solving the SCF problem using this method can turn out to be prohibitively slow even on small
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In order to cope with the poor performance of the work in [Walsh and Wellman, 2000], the authors propose a new method in [Walsh and Wellman, 2003]. Although using the same representation as [Walsh and Wellman, 2000], the new method is based on periodic double auctions which turns out to speed up the SCF. In what follows we describe this periodic double auction based method for mediated SCF.

**Sequential ascending auctions with simple bidding**

In [Walsh and Wellman, 2003], the authors introduced the Simultaneous Ascending (M+1)st Price with Simple Bidding protocol (noted as SAMP-SB henceforth). SAMP-SB aims at solving the SCF problem in a decentralized manner with the use of mediators. In this approach participant agents, rather than exchanging information with each other, exchange information with a mediator agent. In SAMP-SB there is a mediator agent for each of the goods at trade and participant agents communicate exclusively with the mediators of the goods they are interested in. Similarly, mediators only communicate with the participant agents interested in buying or selling the good they are mediating. The SAMP-SB protocol is composed of an auction mechanism along with some bidding policies. In what follows we outline the auction mechanism along with the bidding policies.

A SAMP-SB mechanism comprises a set of parallel auctions, one per good. Each auction is run by a different agent, who plays the role of mediator for the good. Each auction runs independently of the other auctions in the SC. However, all auctions run simultaneously. Given a good \( g \), each participant agent interacts with the mediator of the good, \( m_g \), by submitting its offers to buy or sell \( g \). For instance, in Example 5 Dave’s participant agent would send a sell offer message to the juice mediator \( m_J \) to sell juice and a buy offer message to the lime mediator \( m_L \) to buy limes.

Each auction is an increasing periodic double auction (see Section 2.1) with price quotes. When a mediator receives a new bid, it sends each of its bidders a price quote specifying the bid-ask interval \((\tau^-, \tau^+)\) that would result if the auction ended in the current bid state. The price quote also reports to each participant agent whether it is winning or not. The price quotes are not issued until all initial bids are received, but are subsequently issued immediately on receipt of new bids.

When a participant agent receives a notification from a mediator it replies following a simple, non-strategic bidding policy. Thus, bidding behaviour is purely reactive. The SAMP-SB bidding policies require that, for each auction, the prices of a participant’s agent successive buy offers increase by no less than some (generally small) positive number \( \delta_b \), and the prices of successive sell offers increase by no less than \( \delta_s \). Inaction leaves previous bids standing in an auction. Specifically, SAMP-SB distinguishes between participants that produce no output good (consumers) and participants that produce output goods (producers) regardless of whether they have input goods or not. In Example 5, Alice, Bob, Carol, and Dave are said to be producers (they have an output good),
whereas Eve, Frank, and Gene are said to be consumers. The bidding policies for consumers and producers are described below.

**Consumer bidding policy.** The participant agent of a consumer \( c \) not winning its input good \( g \) will bid by increasing the \((M+1)\)st price \((\tau^-)\) by the minimum required increment \( \delta_b \) (see Equation 3.2). The bid is issued whenever the consumer’s gain is non-negative \((C_c - \tau_g^- - \delta_b \geq 0)\), otherwise it will stop bidding.

\[
\nu_c^g = \tau_g^- + \delta_b. \tag{3.2}
\]

**Producer bidding policy.** Every time the participant agent of a producer \( p \) receives a quote, if it is currently winning the auction for its output good and losing the auction for some input good \( g \), it increases its last offer for \( g \) by the minimum required increment \( \delta_b \).

\[
\nu_p^g = \nu_p^g + \delta_b. \tag{3.3}
\]

Furthermore, if the quote is coming from an input good, \( p \)'s participant agent updates its offer for its output good \( g \) \((\nu_p^g)\) as

\[
\nu_p^g = \max(\nu_p^g + \delta_s, C_p + \sum_{g' \in \mathcal{N}(p) \setminus \{g\}} \hat{\tau}_{g'}) \tag{3.4}
\]

where \( \hat{\tau}_{g'} \) stands for the perceived cost of input good \( g' \) and \( \mathcal{N}(p) \) for the goods participant \( p \) is interested on buying or selling. If \( p \) is currently winning \( g' \), \( \hat{\tau}_{g'} \) is \( \tau^- \), otherwise \( \hat{\tau}_{g'} = \max(\tau^+, \tau^- + \delta_b) \).

Bidding continues until all messages have been received, no participant agent chooses to revise its bids, and no auction changes its prices, or allocation. At this point, the auctions clear; each bidder is notified of the final prices and how many units she transacts per good. However, SAMP-SB may converge to solutions in which some participants obtain a negative utility [Walsh and Wellman, 2003]. In order to overcome this problem, the authors propose to include a final phase that allows participant agents to decommit. Therefore, the resulting method (named SAMP-SB-D) achieves higher economical efficiency than the original SAMP-SB.

With this description of the algorithm we can already assess the upper bounds on the amount of computation, memory and bandwidth required by the agents in SAMP-SB. Notice that, in SAMP-SB there is no concept of global iteration as there was in LBP since the auctions run simultaneously with no synchronization. However, each agent (be it a participant agent or a mediator) needs to perform some steps each time it receives a message from a neighbor. That is, participant agents must reevaluate and send their bids to mediators and mediators must clear the auction and send the new prices to participant agents. We assume that

1. Initial offers submitted for inputs goods are set to 0.
2. The participant agent for a producer places its first output offer only after receiving the first notification for all its inputs.
there are \( n \) participants, each participant is connected to at most \( G \) goods, and each good is connected to at most \( P \) participants. Therefore, the requirements are:

**Computation.** Recall that the a producer’s participant agent that is winning its output good updates its bids for any input good it is losing. Moreover, updating a bid has constant complexity and the number of input goods a participant is connected to is \( G \). Therefore, in the worst case, updating a participant agent’s bids will require \( O(G) \) operations. On the other hand, the costliest operation for a mediator is sorting the bids. However, recall that each new bid triggers a clearing of the auction. Thus, mediators need only to worry about inserting new bids in an already sorted set, which can be achieved with \( O(\log P) \) operations [Wurman et al., 1998].

**Memory.** On the one hand, participant agents need to keep track of the bid-ask interval for each of the goods they are interested in. Therefore, each participant agent requires \( O(G) \) memory. On the other hand, mediators need to keep track of the latest bids received from each of the participants it is connected to. Thus, each mediator requires \( O(P) \) memory.

**Communication.** In the worst case, a participant agent may have to send new bids to the mediators in charge of all of its input goods. Therefore, a participant agent may incur in \( O(G) \) cost in terms of bandwidth usage. On the other hand, each time a mediator clears the auction it notifies the outcome to the participant agents it is connected to, thus \( O(P) \).

Although SAMPSB-D can achieve high economic efficiency [Winsper and Chli, 2013], it incurs in a high penalty in terms of communication [Winsper and Chli, 2013]. This penalty in communication comes from the fact that mediators need to re-evaluate and communicate the winners of the running auctions each time they receive a new bid. Moreover, since the updates on the bids made by the participant agents follow a fixed increment, finding the solution can turn out to be slow (for small increments and high prices) or even miss to find a solution (if the increments are too big). In fact, we show that it is an actual drawback in Chapter 5.

### 3.2.3 Analysis

Decentralized approaches for SCF appear as an interesting alternative to centralized methods for SCF. Moreover, these approaches alleviate some of the issues present in centralized approaches. First, participants in decentralized SCF share their preferences with local trusted parties rather than revealing their preferences to a central authority. Second, decentralized SCF methods are more likely to scale better for sufficiently large-scale scenarios since the computation can be performed in a distributed manner. Third, decentralized SCF methods are more
resilient to failure since they do not rely on a centralized entity. However, although economically efficient approaches exist, the computational requirements for the state-of-the-art decentralized SCF approaches can be higher than for the centralized approaches.

3.3 Conclusion

In this chapter we have reviewed the state of the art on SCF for both centralized and decentralized approaches. Moreover, for the decentralized case, we have reviewed both peer-to-peer and mediated architectures. Although, centralized optimal approaches seem appealing to solve the SCF problem, as discussed in Section 3.1 employing them might not be satisfactory for several reasons. First, centralized approaches rely on a central authority that possesses the private valuations of all participants. However, participants might be reluctant to share this information with any central authority. Second, given the hardness of the SCF problem, centralized optimal solvers might suffer from scalability issues. Third, the existence of a central authority introduces a single point of failure for the SCF process. In order to overcome some of these limitations, as discussed in Section 3.2 decentralized SCF appears as an attractive alternative. In peer-to-peer SCF, participant agents interact directly with each other without the need of any third party. However, the computational requirements of the state of the art in peer-to-peer SCF, LBP, grow exponentially with the size of the problem, thus hindering its scalability. On the other hand, in mediated SCF each of the goods in the SC is represented by a computational agent that mediates between the participant agents interested in buying or selling the good it is in charge of. Although being able to achieve high economic efficiency, the state of the art for mediated SCF, SAMP-SH-D, incurs a high penalty in terms of communication.

In the following chapters we present our contributions to both peer-to-peer and mediated SCF. These contributions aim at improving on the state of the art in decentralized SCF and at answering the open research questions laid out in Chapter 1.
Chapter 4

RB-LBP: Peer-to-peer Supply Chain Formation

In previous chapters we have argued that there are several reasons to tackle the SCF in a decentralized manner rather than in a centralized optimal one. First, decentralized methods for Supply Chain Formation (SCF) better preserve participants’ privacy since they only need to share their preferences with local trusted parties rather than communicating them to a central authority. Second, decentralized SCF offers better scalability for large scenarios due to the fact that each participant is responsible of a small part of the computation. Third, decentralized SCF can be more resilient to failure since the failure of a participant does not hinder the whole SCF process as would happen if the central authority in a centralized approach was to fail. Moreover, peer-to-peer (P2P) methods for SCF present an interesting approach to decentralized SCF since they do not require the intervention of any third party to determine the participants in the Supply Chain (SC). That is, in P2P SCF participants exchange information only with the suppliers of the goods they require and the consumers of the goods they produce. However, as discussed in Section 3.2.1, the state of the art in P2P SCF (LBP) suffers from scalability issues. Therefore, it remains an open research question whether P2P SCF can achieve economically and computationally efficient solutions (Questions 1 and 2 in our introductory chapter).

In this chapter we propose the Reduced Binarized Loopy Belief Propagation algorithm (RB-LBP henceforth), a novel method for P2P SCF with the aim of coping with the scalability issues present in the state of the art for P2P SCF. RB-LBP is based on the max-sum algorithm and simplifies the calculation of max-sum messages through careful analysis of its local terms and the application of the techniques described in Section 2.2.4. Thus, RB-LBP reduces the computation required by the state of the art in P2P SCF, LBP, to assess SCs from exponential to quadratic, and the memory and communication requirements from exponential to lineal. Thus, RB-LBP is able to save several orders of magnitude in terms of memory, communication and computation with respect to the state
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The rest of this chapter is organized as follows. First, in Section 4.1, we propose a novel additive decomposition of the SCF problem and its mapping into a binary local term graph for P2P SCF. In Section 4.2, we describe the operation of the RB-LBP algorithm and provide the means to assess the messages exchanged between participant agents in an efficient manner. In Section 4.3, we provide a complexity analysis of RB-LBP. Furthermore, we show that RB-LBP reduces the state-of-the-art resource requirements from exponential to linear for memory and bandwidth and from exponential to quadratic for the number of operations. In Section 4.4, we conduct an experimental evaluation of our method and compare it against the state of the art in P2P SCF. Our results show that our method is 20 times faster than the state of the art. Similarly, resource requirements are reduced between two and five orders of magnitude with respect to the state of the art in large problems. Furthermore, RB-LBP finds solutions of higher value than those found by the state of the art. Finally, in Section 4.5, we identify the weaknesses of RB-LBP, diagnose their causes and propose measures to mitigate them.

4.1 A local term graph encoding for Peer-to-peer Supply Chain Formation

In this section, we propose a novel additive decomposition of the SCF problem that can be mapped into a local term graph and approximated using the max-sum algorithm. The local terms present in our additive decomposition of the SCF problem are carefully chosen to allow us to apply the techniques described in Section 2.2.4. Applying these techniques to our model will allow us to reduce the computational complexity of our algorithm as we show on Section 4.2.2. Moreover, our variables are binary which is known to facilitate the simplification process [Tarlow et al., 2010]. Furthermore, in our model, each buy and sell decision is decoupled (i.e., encoded in a different variable) from the rest of the buy and sell decisions. By decoupling these decisions we are able to reduce the number of combinations to take into account as we show in Section 4.3.

Next, in Section 4.1.1, we describe the variables used in RB-LBP to encode the SCF problem. Moreover, in Section 4.1.2, we introduce the local terms that restrict the values these variables can take in order to assess feasible solutions.

4.1.1 Encoding participants’ decisions and their costs

In what follows we describe the encoding of participants’ decisions in our additive decomposition by means of an example. Take for instance the lime juice example (Example 5) in Chapter 3. Likewise every participant, Dave has to decide whether to take part in the SC or not. This decision is encoded by means of an activation variable \( x_D \) that takes value one whenever Dave is to be active and zero otherwise. Moreover, we need to encode Dave’s activation cost. For
that end, we include an \textit{activation term} \( f_D(x_D) \) that takes value -$10 \) (Dave’s activation cost) whenever Dave is active \( (x_D = 1) \) and zero otherwise.

Furthermore, as seen in Figure 3.1 Dave buys Lime good and sells Juice good. Dave has three choices to buy Lime: he can acquire it either from Alice, Bob, or Carol. Consequently, we employ \textit{option variables} \( b_{ALD}, b_{BLD}, \) and \( b_{CLD} \) to encode whether to buy from Alice, Bob, or Carol. For instance, if Dave was to buy the Lime from Alice the corresponding option variable would take on value one (i.e. \( b_{ALD} = 1 \)). Similarly, Dave has three choices to sell Juice: he can sell it to either Eve, Frank or Carol. Therefore, we encode the choice of selling Juice to each of the three possible buyers in variables \( s_{DJE}, s_{DJF}, \) and \( s_{DJG} \).

In general, for each participant \( p \) taking part in the SC we create two kind of variables. On the one hand, we create an \textit{activation variable} \( x_p \) that encodes whether participant \( p \) is active \( (x_p = 1) \) or inactive \( (x_p = 0) \), namely part of the SC configuration or not. Moreover, in order to introduce participants’ activation cost, we make use of activation terms. An \textit{activation term} takes as parameter an activation variable and takes as a value the activation cost of the participant when the activation variable takes value one and zero otherwise. Formally, the equation for an activation term \( f_p \) for participant \( p \) can be expressed as:

\[
    f_p(x_p) = \begin{cases} 
        C_p, & \text{if } x_p = 1 \\
        0, & \text{otherwise} 
    \end{cases} \tag{4.1}
\]

Furthermore, for each possible buyer \( p' \) of each of her input goods \( g \), we create an \textit{option variable} \( s_{pgp'} \) that encodes whether \( p \) is selling good \( g \) to participant \( p' \) \( (s_{pgp'} = 1) \) or not \( (s_{pgp'} = 0) \). Similarly, for each possible seller \( p' \) of each \( p \)’s input goods \( g \), we create an option variable \( b_{p'gp} \) that encodes whether \( p \) is buying good \( g \) from participant \( p' \) \( (b_{p'gp} = 1) \) or not \( (b_{p'gp} = 0) \).

\subsection*{4.1.2 Constraining participants’ decisions}

It turns out clear that only some combinations of states are acceptable for the variables described above. Thus, if Dave is inactive \( (x_D = 0) \), he should not buy Lime and so \( b_{ALD}, b_{BLD} \) and \( b_{CLD} \) should all be 0. Furthermore, whenever Dave is active, he should buy Lime from only one of his providers, that is, one and only one out of \( b_{ALD}, b_{BLD}, \) and \( b_{CLD} \) should be 1. We encode whether a set of values is acceptable by means of a local term \( f_S \) that takes as input variables \( x_D, b_{ALD}, b_{BLD}, \) and \( b_{CLD} \). This local term takes value zero for valid combinations and negative infinity otherwise. Since this local term guarantees that only one of the providers is selected, we call it a \textit{selection term}. Likewise, there will be a selection term \( f_S \) with input variables \( x_D, s_{DJE}, s_{DJF}, \) and \( s_{DJG} \) to ensure that Dave can select one and only one buyer when active and no buyer otherwise. Therefore, selection terms \( f_S(x_D, b_{ALD}, b_{BLD}, b_{CLD}) \) and \( f_S(x_D, s_{DJE}, s_{DJF}, s_{DJG}) \) guarantee Dave’s internal coherence as a decision maker.

Furthermore, we need to guarantee that the decisions made for different participants remain coherent with each other. For instance, in order for Dave to
effectively buy Lime from Alice (encoded in variable $b_{ALD}$), he needs that Alice decides to sell Lime to him (encoded in variable $s_{ALD}$). Therefore, we add a local term $f_E(s_{ALD}, b_{ALD})$ that takes value zero when both variables take the same value and minus infinity otherwise, thus enforcing coherence among participants. Since this local term enforces both variables to take the same value, we call it equality term.

In general, in order to guarantee that only one of the providers of a given good is selected, we make use of selection terms. Given a participant $p$ offering good $g$, a selection term links the activation variable from the participant (namely $x_p$) with the different choices for that good (namely $b_{gp}$), and enforces that one and only one option variable takes on value one if the activation variable is active and that all option variables take on value zero otherwise. Note that the role of the activation variable on a selection term is different from that of the option variables. Formally, the equation for a selection term $f_S$ joining the activation variable $x_p$ and option variables $o_1, \ldots, o_n$ can be expressed as:

$$f_S(x_p, o_1, \ldots, o_n) = \begin{cases} 0, & \text{if } \sum_{i=1}^n o_i = x_p \\ -\infty, & \text{otherwise} \end{cases} \quad (4.2)$$

Furthermore, in order to guarantee coherent decisions between participants, we make use of equality terms. An equality term links buy and sell variables regarding the same transaction (e.g. $b_{ALD}$ and $s_{ALD}$) and enforces that both variables take the same value. Formally, the equation for an equality term $f_E$ joining variables $b$ and $s$ can be expressed as:

$$f_E(b, s) = \begin{cases} 0, & \text{if } b = s \\ -\infty, & \text{otherwise.} \end{cases} \quad (4.3)$$

Notice that, contrarily to what happened with LBP, there is no need to keep a table for these local terms (see Table 3.1). It is possible to simply calculate the output of selection and equality terms using Equations (4.2) and (4.3). This allows us to save large amounts of memory in local terms with large domains.

At this point we are ready to provide the additive decomposition that will be used by RB-LBP to tackle the SCF problem following a P2P architecture. Our objective function can be expressed as:

$$R_{RB-LBP}(X) = \sum_{x_p \in X_p} f_p(x_p) + \sum_{f_S \in F_S} f_S(X_{f_S}) + \sum_{f_E \in F_E} f_E(X_{f_E}), \quad (4.4)$$

where $X_p$ is the set of participant variables, $F_S$ is the set of selection terms, and $F_E$ is the set of equality terms. With this additive decomposition in hand, it is possible to map the SCF into a binary local term graph. Recall from Section 2.2.1 that building a local term graph from an additive decomposable function amounts to: (i) creating a simple vertex for each variable (that summarizes all the simple terms with that variable as their scope); (ii) creating a composite vertex for each composite term; and (iii) connecting with an edge each simple and composite vertex that share a variable. Thus, applying
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Reduced Binarized Loopy Belief Propagation (**rb-lbp**) is a message-passing algorithm that is based on the max-sum algorithm applied to the local term graph described in the previous section. Recall from Section 2.2 that max-sum exchanges messages between the vertices in a local term graph. Therefore, in order to be able to provide a P2P method for SCF based on max-sum we need to assign the vertices in the local term graph to some computational agents representing the participants in the SC. In **rb-lbp**, there is a participant agent for each participant in the SC. Each participant agent is in charge of the vertices representing the local terms that encode its participant’s decisions. For instance, back in Figure 4.1 Dave’s agent will be in charge of Dave’s activation ($x_D$), option ($b_{ALD}, b_{BLD}, b_{CLD}, s_{DJE}, s_{DJF}$, and $s_{DJG}$), selection, and equality vertices that connect Dave’s option vertices with his potential partners’ option vertices. Thus, the participant agents representing each pair of potential partners will be connected through the equality vertices that join their option variables. For instance, Alice’s participant agent is connected with Dave’s through the equality

---

Figure 4.1: Supply chain as a binary local term graph.

---

this procedure to the SCF problem in Example 5, we obtain the local term graph in Figure 4.1. Notice that the local terms inside each of the dashed boxes correspond to the local terms that encode the decisions of each of the participants in the SC.

In this section he have proposed a new encoding for the SCF formation problem that employs only binary variables. Moreover, it is possible to map our encoding into a local term graph over which the max-sum algorithm can operate since we encode the problem by means of a function that can be decomposed additively. In the next section we describe **rb-lbp**, a P2P SCF algorithm that operates on the local term graph introduced above.
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vertex that joins option vertices $s_{ALD}$ and $b_{ALD}$.

Next, Section 4.2.1 contains RB-LBP’s algorithmic details. In Section 4.2.2 we describe the messages exchanged between participant agents.

4.2.1 Algorithm description

Participant agents in RB-LBP follow a protocol that has two phases. During the first one, each participant agent uses the max-sum algorithm to send messages to its neighbors in the local term graph. As a result of this first phase, each participant agent finds out its preference for being active in the SC. During the second phase, participant agents use the information obtained from the first phase to decide which participants are going to be active in the resulting SC. In what follows we describe both phases.

Algorithm 3 Algorithm run by a participant $p$ in RB-LBP.

```
// Assess the participant’s preferred state.
1: Initialize all messages to zeros.
2: while not convergence and not reached maximum number of iterations do
3:   Internal propagation.
4:   Send max-sum message to each potential partner $p'$.
5:   Receive max-sum message from each potential partner $p'$.
6: end while
7: Assess the preferred state $x^*_p$ according to Equation 2.3
   // Assess the SC configuration.
8: Ensure internal consistency.
9: while agent state is not consistent do
10:  Notify potential partners of its willingness to collaborate.
11:  Receive potential partners’ willingness to collaborate.
12:  Ensure collaboration consistency.
13: end while
```

Assessing participant’s preferred states

In order to assess their preferred states, participant agents exchange messages following the max-sum algorithm. Initially, all participant agents initialize their messages to zero. Subsequently, participant agents exchange messages according to the max-sum algorithm. Recall that participant agents exchange messages through the equality vertices. Therefore, each participant agent needs only to communicate with its potential partners. That is, the message exchange between its vertices can be done internally without consuming any bandwidth resources. This message exchange continues until convergence or reaching a maximum number of steps. After that, each participant agent assesses its preferred state by means of the independent variable marginals method described in Section 2.2.3.

The procedure followed by a participant agent during the first phase of RB-LBP is described in lines 1-7 of Algorithm 3. However, it is possible that the
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solution obtained after this first phase does not satisfy some of the constraints (i.e. some of the local terms evaluates to negative infinity). Therefore, RB-LBP includes a second phase to ensure the feasibility of the solution.

Assessing the Supply Chain configuration

In order to ensure that the decisions made by different participants are coherent (i.e. if participant \( p \) is willing to collaborate with \( p' \), \( p' \) must be willing to collaborate with \( p \)), RB-LBP includes a second phase in which the preferred states obtained in the first phase are revised (and possibly mended). The mending process has two main steps: during the first one, each participant agent ensures that all of his internal constraints are satisfied; during the second one, participant agents ensure that suppliers and consumers agree on their decision to collaborate. That is, that equality constraints are satisfied.

At the first step, in order to guarantee internal consistency, each participant agent checks each of its selection terms. When a selection term breaks (i.e. evaluates to negative infinity), there are three possible cases:

- The activation variable is set to zero and some option variables set to one.
- The activation variable is set to one and all option variables are set to zero.
- The activation variable is set to one and there are more than one option variables set to one.

In the first two cases, the participant agent will set all of its variables to zero. In the third case, the participant agent will randomly select one of the option variables and set it to one while setting the remaining ones to zero. While this first step guarantees internal consistency, it could be the case that two participant agents decide to take states that are not consistent with each other. For instance, it could be the case that Dave’s agent decides to buy Lime from Alice but Alice does not sell it to Dave.

At the second step, in order to guarantee collaboration consistency participant agents need to organize as a spanning tree to be able to act in sequence. This can be done distributedly and efficiently [Attiya and Welch, 2004]. After building the tree, the procedure continues as follows. First, simultaneously, each agent sends to each of its neighbours its decision to collaborate with it or not. Second, sequentially, each active agent will determine (based on the information received at the previous step) whether all of its selected partners want to collaborate with it. If that is not the case, it will set all of its variables to 0 and send this information to its neighbours. This second step is repeated until no agent changes its states.

Notice that, since the participant agents can only go from being active to being inactive, the process of assessing the solution is guaranteed to finish in a number of steps no greater than the graph diameter. The procedure followed by a participant agent during the second phase of RB-LBP is described in lines 8-13 of Algorithm 3.
Recall that the assessment of max-sum messages for a composite term with \( k \) binary variables takes time \( O(2^k) \) (Section 2.2.4). Therefore, assessing RB-LBP messages can turn to be computationally inefficient. To reduce the complexity of the first phase, in the next section we introduce a simplification of the computation of RB-LBP’s max-sum messages that leads to an efficient message-passing protocol for P2P SCF.

### 4.2.2 Efficient message updates

In RB-LBP, each vertex exchanges single-valued messages that represent its preferences for its shared variable to take value one over taking value zero. We use \( \nu^w_v \) to denote the single-valued message from vertex \( v \) to vertex \( w \). Moreover, we reduce the complexity of the computation of messages. This simplification stems from taking benefit of the fact that our local terms represent constraints and the alternatives that do not satisfy the constraint can directly be discarded. A complete description of this simplifications is given in Appendix A. After simplifications, messages in RB-LBP can be proved to be the following ones:

**Message from activation vertex to selection vertex.** The message sent from agent’s \( p \) activation vertex \( x_p \) to one of its selection vertices \( f_S \) contains a single value \( \nu^f_p \) that can be assessed by:

\[
\nu^f_p = C_p + \sum_{f_{S'} \in \mathcal{N}(x_p) \setminus \{f_S\}} \nu^{f_{S'}}_{f_{S'}},
\]

where \( \mathcal{N}(x_p) \setminus \{f_S\} \) is the set of selection vertices neighboring activation vertex \( x_p \) excluding \( f_S \), and \( C_p \) corresponds to the activation cost of the participant to whom corresponds activation variable \( x_p \).

**Message from option vertex to selection vertex.** The message sent from an option vertex \( o \) to a selection vertex \( f_S \) contains a single value \( \nu^f_o \) that can be assessed by:

\[
\nu^f_o = \nu^f_{E},
\]

where \( \nu^f_{E} \) is the equality vertex that option vertex \( o \) is connected to.

**Message from option vertex to equality vertex.** The message sent from an option vertex \( o \) to an equality vertex \( f_E \) contains a single value \( \nu^f_o \) that can be assessed by:

\[
\nu^f_o = \nu^f_{E},
\]

where \( \nu^f_{E} \) is the selection vertex that option vertex \( o \) is connected to.
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**Message from selection vertex to activation vertex.** The message sent from a selection vertex \( f_S \) to its activation vertex \( x_p \) contains a single value \( \nu_p^{f_S} \) that corresponds to the largest message received by \( f_S \) from any of its neighboring option vertices. Formally,

\[
\nu_p^{f_S} = \max_{o \in \mathcal{N}(f_S) \setminus \{x_p\}} \nu_o^{f_S},
\]

where \( \mathcal{N}(f_S) \setminus \{x_p\} \) is the set of option vertices neighboring composite vertex \( f_S \).

**Message from selection vertex to option vertex.** The message sent from a selection vertex \( f_S \) to one of its option vertices \( o \) contains a single value \( \nu_o^{f_S} \) that can be assessed by:

\[
\nu_o^{f_S} = \min(\nu_p^{f_S}, - \max_{o' \in \mathcal{N}(f_S) \setminus \{x_p, o\}} \nu_{o'}^{f_S}),
\]

where \( x_p \) is the activation vertex connected to \( f_S \), and \( \mathcal{N}(f_S) \setminus \{x_p, o\} \) is the set of option vertices neighboring composite vertex \( f_S \) excluding \( o \).

**Message from equality vertex to option vertex.** The message sent from an equality vertex \( f_E \) to one of its option vertices \( o \) contains a single value \( \nu_o^{f_E} \) that corresponds to the last message received from its other option variable \( o' \). Formally,

\[
\nu_o^{f_E} = \nu_{o'}^{f_E}.
\]

Note that these simplified expressions to assess the messages greatly reduce the computational requirements needed by a participant agent. In the case of the selection vertices we are reducing standard max-sum’s computation time from \( \mathcal{O}(2^k) \) to \( \mathcal{O}(k) \), where \( k \) is the number of variables in the domain of the selection term. Importantly, as we formally prove in Appendix A, we are not approximating the max-sum messages but providing a particularly efficient way to assess them. Since the assessment of the messages is exact, it does not affect the quality of the solution achieved by the max-sum algorithm. Therefore, the first phase of RB-LBP is an instance of max-sum, and thus, it inherits all max-sum’s convergence and quality properties.

In Section 2.2.3 we argued that the solution assessed when each agent independently determines the values of its variables can sometimes break constraints. In many cases this happens because there is a tie in the agent’s preferences. Consider the example in Figure 3.1: There Dave has three possible providers, Alice and Carol, selling Limes at the same price. The preferences of Dave’s participant agent for each of the two producers will be exactly the same, and both variables \( b_{ALD} \) and \( b_{CLD} \) can be set to 1, breaking the selection constraint.

Here we propose a simple strategy to reduce the number of ties in selection constraints. The main idea is to establish an ordering among providers/consumers linked by a selection constraint in case that the expected
benefit of collaborating with them is the same. For example, in the case above, before agents start exchanging messages, Dave’s participant decides that it prefers to buy from Alice rather than from Carol, provided that both make the same offer. Each agent can accomplish this by assigning an economically negligible random quantity to the value of collaborating with each of its potential partners. That is, each agent, for each of its option variables $o_i$, selects a small value $\varepsilon_{o_i}$ and the messages in Equations 4.8 and 4.9 are modified as follows:

$$\nu^p_{fs} = \max_{o \in N(f_s) \{ x_p \}} (\nu^f_{s o} + \varepsilon_{o}), \quad (4.11)$$

$$\nu^o_{fs} = \varepsilon_{o} + \min(\nu^f_{p s}, - \max_{o' \in N(f_s) \{ x_p, o \}} \nu^f_{s o'}), \quad (4.12)$$

4.3 Complexity analysis

Along the analysis conducted in Section 3.2.1 for LBP, in this section we provide worst-case bounds on the amount of memory, the size of messages exchanged at each iteration, and the computation time needed by RB-LBP agents. Moreover, we compare these results with LBP’s complexity and argue that RB-LBP provides a significant reduction on the resources required to solve the SCF problem following a P2P architecture. We assume that the maximum number of goods that each participant is connected to is $G$, and that the maximum number of participants connected to a single good is $P$. That is, each participant will need to negotiate for at most $G$ goods that can be traded with at most $P$ other participants each. Therefore, a participant will be linked with $G \cdot P$ neighbors in the worst case.

**Computation.** At each iteration, each RB-LBP participant agent needs to assess messages for $O(G \cdot P)$ potential partners. Moreover, looking at the equations of the messages we see that each message takes at most $O(P)$ operations. Thus, the total computation time required by each RB-LBP participant agent is in $O(G \cdot P^2)$ per iteration.

**Memory.** Each RB-LBP participant agent needs to store a real number per variable in order to maintain preferences over a variable’s states. Since each participant agent interacts with at most $G \cdot P$ other participant agents, the amount of memory to store its preferences is $O(G \cdot P)$. Regarding local terms, each RB-LBP participant agent only needs to store its activation term (it can avoid storing equality and selection terms thanks to the equations obtained in Section 4.2.2). Hence, the memory that each RB-LBP participant agent needs is in $O(G \cdot P)$.

**Communication.** Each RB-LBP participant can be interested in buying or selling at most $G$ goods. Moreover, for each of these goods there would be at most $P$ other participants interested in trading that good with him. Therefore,
4.4. Experimental evaluation

<table>
<thead>
<tr>
<th>Measure</th>
<th>LBP</th>
<th>RB-LBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operations (per iteration)</td>
<td>$\mathcal{O}(G \cdot P^{2G+1})$</td>
<td>$\mathcal{O}(G \cdot P^2)$</td>
</tr>
<tr>
<td>Memory</td>
<td>$\mathcal{O}(G \cdot P^{2G+1})$</td>
<td>$\mathcal{O}(G \cdot P)$</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>$\mathcal{O}(G \cdot P^{G+1})$</td>
<td>$\mathcal{O}(G \cdot P)$</td>
</tr>
</tbody>
</table>

Table 4.1: LBP and RB-LBP worst case resource requirements.

since participant agents exchange a single-valued message for each of these potential trades, a participant agent worst case communication requirements are $\mathcal{O}(G \cdot P)$.

Table 4.1 compares the resources required by the LBP and RB-LBP algorithms. RB-LBP reduces the communication and bandwidth requirements from exponential to linear with respect to LBP. This reduction is achieved by decoupling the participant’s buy and sell decisions. Moreover, RB-LBP reduces the computation requirements from exponential to quadratic with respect to LBP. This reduction is achieved thanks to the simplified expressions to assess the max-sum messages exchanged during the execution of the algorithm. In the next section we empirically evaluate LBP and RB-LBP.

4.4 Experimental evaluation

In this section, we describe a series of experiments designed and performed in order to quantify RB-LBP’s savings in terms of computation, memory and communication with respect to the state of the art and to assess the performance of RB-LBP in terms of the quality of the solution. First, we describe RB-LBP and LBP implementation details and which tools were used in the process. Second, we detail the experimental design. Last, we describe the metrics that were used to measure the performance of both methods and provide a thorough analysis of the collected data.

4.4.1 Implementation of peer-to-peer Supply Chain Formation algorithms

Both LBP and RB-LBP were implemented as an extension of libDAI [Mooij, 2010]. libDAI is an open source C++ library that implements various probabilistic inference methods. libDAI was a perfect starting point for our implementation since both LBP and RB-LBP are based on the max-sum algorithm, which is already implemented in libDAI.

In order to implement LBP we used libDAI’s max-sum implementation with two extensions: (i) LBP’s convergence criterion that slightly differs from the one in use in libDAI and (ii) LBP’s post-convergence process for eliminating incompatibilities described in Section 4.2.1.

The implementation of RB-LBP was more challenging since it is a specialization of the standard max-sum algorithm. Our main modifications to libDAI
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were:

1. **Local terms as functions.** One of the strengths of RB-LBP is that it does not need tables to store its local terms since they can be calculated from their inputs, saving memory in the process. Therefore, our first change in the implementation was to extend the local terms in libDAI (which are stored as tables) to allow such behaviour.

2. **Reduced messages.** The introduction of binary variables allows RB-LBP to greatly simplify the calculation of messages and the amount of information exchanged between local terms. Therefore, we had to modify the logic related to message calculation and message passing.

3. **Local terms with preferences.** The inclusion of preferences as tie-breaking mechanism in RB-LBP resulted in a slight modification of the implementation of the local terms in libDAI.

Finally, in our implementation of RB-LBP, in order to avoid ties, we generated values of $\varepsilon_0$ (see Section 4.2.2) by sampling a uniform distribution in the range $[-0.00005, 0.00005]$. Next, we describe the datasets used to conduct the empirical evaluation. Our implementation of LBP and RB-LBP can be freely downloaded from [Penya-Alba et al., 2012e].

### 4.4.2 Experimental design

In this section we describe the design of the experiments conducted to evaluate the performance of RB-LBP. In [Winsper and Chli, 2010], Winsper and Chli evaluate their method in the SCs described by Walsh and Wellman in [Walsh and Wellman, 2003]. These SCs are relatively small (33 participants at most), which makes them poor candidates to evaluate an algorithm’s scalability. However, these SCs have been studied in detail by Winsper et al. in [Winsper and Chli, 2010] and represent a good reference point for a more detailed comparison of LBP and RB-LBP.

For these small SCs we follow the same initialization procedure as described in [Walsh and Wellman, 2003] and followed in [Winsper and Chli, 2010]. Selling prices for producers are drawn randomly from a uniform distribution $U(0,1)$. Moreover, buying prices for final consumers are fixed to the value that appears below each consumer in Appendix C. These prices were calculated in [Walsh and Wellman, 2003] to ensure the existence of a solution in which a profitable SC configuration exists in 90% of the instances.

Our main concern is to evaluate how RB-LBP scales compared to LBP and to quantify the savings in terms of resources required to find a solution. For that purpose, we need large-scale SCs. In order to generate larger networks we resorted to the test-suite for Mixed Multi-Unit Combinatorial Auctions (MMUCATS) described in [Vinyals et al., 2008]. MMUCATS is specifically designed to mimic real-world SCF problems. We generate SCs with 50 goods and a number of participants ranging from 40 to 500. Since the number of goods is fixed
across scenarios, the degree of competition in the SCs grows with the number of participants. The problems used to evaluate RB-LBP can be freely downloaded from [Penya-Alba et al., 2012c].

For each scenario, we generate 100 problems. We solve problems using the implementations for RB-LBP and LBP described above. Our tests are run on an Intel(R) Xeon(TM) CPU running at 3.20GHz with 2GB of RAM on linux-2.6 x86 64. For each problem we record the following values:

**Maximum memory.** Measured as the maximum amount of memory needed by any participant agent in the problem to store both its preferences and its local terms.

**Maximum bandwidth.** Measured by the maximum quantity transmitted and received by any participant agent in an iteration of the problem. Note that in LBP and RB-LBP participant agents has the same network usage for all the iterations of the algorithm.

**Problem solving time.** Time taken to solve the problem. This time includes the time necessary for the post-processing of the allocations (Section 4.2.1) both for LBP and RB-LBP.

**Value benefit over LBP.** Calculated by dividing the value of the SC assessed by RB-LBP by the value of the supply chain assessed by LBP. The values of the supply chains are assessed using Equation 3.1 and Equation 4.4 for LBP and RB-LBP respectively.

### 4.4.3 Empirical evaluation

In this section we analyze the results obtained after evaluating separately SCs from [Walsh and Wellman, 2003] and larger networks with higher degrees of competition generated with MMUCATS. Hardness in the problems we generated using MMUCATS presented high variability. Therefore, the distribution of the results we obtained was long-tailed and non-symmetrical.

In order to improve readability of the plots and maintain consistency in how results are reported, we use median values instead of mean values [Wilcox and Keselman, 2003] both for Walsh and Wellman’s SCs and large-scale network structures. Moreover, we provide plots in logarithmic scale for those measures in which the difference in performance between RB-LBP and LBP was large.

**Small network structures**

In this section we turn our attention to the SCs from [Walsh and Wellman, 2003]. Figure 4.2a shows that LBP requires from 2 up to 13 times more memory than RB-LBP depending on the SC. This difference is specially large for the SCs named...
bigger and unbalanced that represent markets with high competition. Figure 4.2b shows that the maximum bandwidth consumed by a participant agent during an LBP iteration is up to 5 times larger than RB-LBP’s. Again, the difference is more obvious for bigger and unbalanced SCs since network usage and memory requirements are tightly coupled in LBP.

![Graphs showing memory and bandwidth consumption](image)

(a) Maximum memory per participant.  
(b) Maximum bandwidth per participant.

Figure 4.2: RB-LBP vs LBP in Walsh’s SCs.

The values of the SC configurations obtained by our implementation of LBP match the results reported in [Winsper and Chli, 2010]. RB-LBP’s average SC values are identical to LBP’s. Due to the small size of the networks, both LBP and RB-LBP converge to a SC configuration in the order of the millisecond, being negligible the difference between both methods.

**Large network structures**

In this section we focus on the scalability of RB-LBP and LBP. In Sections 3.2.1 and 4.2.1, we mention that LBP and RB-LBP are not guaranteed to converge to a feasible solution and that, if convergence is not reached, both methods halt after a certain number of iterations. Contrarily to what happened in the previous section, problems with high degrees of competition did not always converge. Therefore, in our experiments, problems run either until convergence or for a maximum of 250 iterations. Moreover, due to computational constraints, problems in which the memory requirements for an agent exceed 100MB or the memory needed by the whole network exceeded 1GB were discarded. Note that, since RB-LBP agents have much lower memory requirements than LBP agents, we only encountered such cases for LBP.

Figure 4.3 shows the median values over 100 runs of the maximum memory required per agent for both RB-LBP and LBP. Observe that LBP’s memory requirements grow exponentially with the number of participants while memory requirements for RB-LBP grow linearly. Moreover, for networks with higher de-
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degrees of competition, the memory requirements for LBP are up to 5 orders of magnitude ($10^5$ times) greater than for RB-LBP.

Figure 4.4 shows the median value of the maximum bandwidth required per agent during one iteration for both RB-LBP and LBP. In this case, bandwidth usage also displays an exponential growth for LBP while it is linear for RB-LBP. Bandwidth usage for LBP is up to 787 times greater than for RB-LBP.

Figure 4.5 shows the median value of the time required for RB-LBP and LBP to provide a solution for the problems. In this case, the exponential behaviour of LBP is confirmed as well as the polynomial behaviour of RB-LBP. Moreover, RB-LBP is up to 20 times faster than LBP for the problems tested.

Finally, it is worth noting that none of those benefits come at the expense of the quality of the solution. Moreover, Figure 4.6 shows that the value of the SC configurations obtained by RB-LBP is almost never smaller and eventually more than 2 times larger than those obtained by LBP.

These results place RB-LBP as the best performing method for P2P SCF. On the one hand, RB-LBP is able to assess SCs of higher value than the state-of-the-art for P2P SCF while running up to 20 times faster, requiring up to
787 less bandwidth, and reducing the memory requirements up to five orders of magnitude. However, the quality of the SCs assessed by LBP and RB-LBP gets further from the optimal as the complexity of the SC rises. Figure 4.7 shows the optimality of the SCs assessed by LBP and RB-LBP. In the next Section we argue that the low performance in terms of solution quality of the P2P SCF methods in the state of the art (including RB-LBP) might be due to the model and implementation chosen.

![Figure 4.7: Optimality of the solutions assessed by RB-LBP.](image)

### 4.5 Conclusion

In this chapter we have proposed RB-LBP, a P2P method for SCF. RB-LBP is based on a novel additive decomposition of the SCF, its mapping into a local term graph, and a computationally efficient application of the max-sum algorithm. Moreover, the local terms in RB-LBP’s additive decomposition are carefully selected in order to be able to introduce optimizations in max-sum’s message calculation. These simplifications reduce the state-of-the-art for P2P SCF resource requirements from exponential to linear for memory and bandwidth, and from exponential to quadratic as to the number of operations. Experimentally, these simplifications allow RB-LBP to find solutions to the SCF problem 20 times faster than LBP, the state of the art in P2P SCF. Similarly, bandwidth and memory requirements are reduced over 700 times and 5 orders of magnitude in RB-LBP over LBP in large scale problems. Furthermore, the reduction in resource requirements does not come at the expense of solution quality. That is, RB-LBP produces SCs whose values are up to two times of higher than those produced by LBP. However, the quality of the solutions found by both methods (LBP and RB-LBP) decreases as the number of participants in the SC grows. Next, we argue that this is a consequence of applying the max-sum algorithm to the P2P architecture.

Take into consideration the scenario in which two sellers and two buyers are interested in exchanging a good. As Figure 4.8 shows, both methods for P2P

---

1The optimal value was computed using a linear program.
SCF generate local term graphs that contain cycles even though the original SCF problem contained no cycles. In general, both RB-LBP and LBP mappings into a local term graph introduce cycles that are not part of the original SCF problem whenever there is a good with more than one buyer and more than one seller. Recall from Section 2.2.2 that max-sum is guaranteed to converge to the optimal solution when the underlying local term graph is a tree. However, in cyclic local term graphs max-sum optimality is not guaranteed and it may even fail to converge thus providing potentially unfeasible solutions [Weiss and Freeman, 2001]. Hence the number of cycles in the underlying local term graph is a determining factor for the quality of the solutions found by max-sum based algorithms. Therefore, RB-LBP and LBP solution quality will be affected by max-sum’s sub-optimality in cyclic local term graphs. In the next chapter, we introduce a new algorithm for decentralized SCF that addresses this problem by introducing mediators for goods.

Figure 4.8: P2P cyclic local term graphs from a cycle-free SCF problem.
Chapter 5

CHAINME: Mediated Supply Chain Formation

In previous chapters we have argued that decentralized approaches can be better suited to solve the Supply Chain Formation (SCF) problem for several reasons. First, in decentralized SCF, participants share their preferences with trusted parties in a local environment rather than trusting this information to a global central authority. Second, by distributing the computation among all the participants in the SC they are more likely to better scale to large-scale scenarios. Third, decentralized SCF methods are more resilient to failure since they do not rely on a centralized entity. The state-of-the-art approaches for decentralized SCF can be classified into two architectures: peer-to-peer (P2P), and mediated.

In P2P SCF each participant is represented by a participant agent that communicates directly with the participant agents representing the sellers of the goods it is interested in buying and the buyers of the goods its participant is producing. In Chapter 4, we have shown that the state of the art algorithm for P2P SCF, \textit{lbp} [Winsper and Chli, 2013], suffers from high computational requirements issues. Moreover, in the same chapter we have proposed \textit{rb-lbp} a method for P2P SCF that lowers the computational resources required to find solutions to the SCF problem with respect to \textit{lbp} while obtaining better-valued solutions. However, the quality of the solutions found by both of these methods for P2P SCF is further from the optimal as the complexity of the SC rises.

Decentralized methods for SCF with mediators for goods benefit from introducing the concept of local markets for each of the goods in the SC. Each local market is represented by a mediator agent that interacts with the buyers and sellers of the good it is in charge of. Thus, the mediator is in charge of relaying communication and task allocation. Therefore, markets allow participants to reach new potential partners [Kalin, 2000] with no extra cost in terms of communication or computation. Although economically efficient approaches exist, the state of the art method for mediated SCF, \textit{samp-sb-d} [Walsh and Wellman, 2003], suffers from high communication requirements as
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discussed in Winsper and Chli, 2013.

In this chapter we propose the CHaining Agents IN Mediated Environments (CHAINME) algorithm, a novel method for mediated SCF. With CHAINME we aim at providing a method for mediated SCF that provides economically efficient solutions while keeping a low profile in terms of the computational requirements required to find the SC configurations. CHAINME is based on the max-sum algorithm. However, CHAINME’s computation is significantly reduced with respect to standard max-sum’s through careful analysis of the local terms employed by CHAINME and the application of the message simplification techniques described in Section 2.2.4.

The rest of this chapter is organized as follows. First, in Section 5.1, we propose a novel additive decomposition of the SCF problem into a local term graph for mediated SCF. In Section 5.2, we describe the operation of the CHAINME algorithm and provide computationally efficient expressions to assess the messages exchanged between CHAINME agents. In Section 5.3, we provide a complexity analysis of CHAINME. In Section 5.4, we conduct an experimental evaluation of our method and compare it against the state-of-the-art for decentralized SCF (both P2P and mediated). The results show that CHAINME is able to produce economically efficient solutions while reducing the computational requirements from one to four orders of magnitude with respect to the state-of-the-art methods. Finally, in Section 5.5, we conclude.

5.1 A local term graph encoding for mediated Supply Chain Formation

In this section we provide a novel additive decomposition of the SCF that can be mapped into a local term graph and approximated using the max-sum algorithm following a mediated architecture. Our model will contain only binary variables and the local terms are chosen in order to be able to apply the techniques described in Section 2.2.4 in order to simplify message calculation. Next, in Section 5.1.1, we describe the encoding of the participants’ decisions in binary variables. Then, in Section 5.1.2, we describe the constraints introduced in order to ensure feasible solutions.

5.1.1 Encoding participants’ decisions and their costs

In what follows we describe the encoding of participants’ decisions in CHAINME’s additive decomposition of the SCF problem. Take the lime juice industry in Example 5. In CHAINME’s encoding there is a binary variable for each of the participants in the SC. Each participant variable $x_p$ encodes whether participant $p$ is active ($x_p = 1$) or not ($x_p = 0$) in the SC. Furthermore, in order to encode participants’ activation cost, we introduce a simple term ($f_p$) for each participant $p$ with its scope limited to the activation variable representing that participant. The activation term $f_p(x_p)$ for participant $p$ can be described by
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\[ f_p(x_p) = \begin{cases} C_p, & \text{if } x_p = 1 \\ 0, & \text{if } x_p = 0, \end{cases} \]  

(5.1)

where \( C_p \) is the activation cost for participant \( p \). That is, for the active state the term takes on value the participants activation cost and for the inactive state it takes on value zero.

Take the SC described in Example 5. In \textsc{chainme}'s mapping, there is an activation variable and an activation term per participant. There is an activation variable \( x_A \) and an activation term \( f_A(x_A) \) for Alice, an activation variable \( x_B \) and an activation term \( f_B(x_B) \) for Bob, and so on for the rest of participants.

Notice that, in order to encode a participant’s decisions, \textsc{chainme}'s encoding only needs one variable whereas \textsc{rb-lbp} needed as many variables as possible partners for the participant plus the activation variable. Therefore, \textsc{chainme} requires less memory than \textsc{rb-lbp} in order to encode participants’ decisions, since all variables in both \textsc{chainme} and \textsc{rb-lbp} are binary.

So far, we have described how participants’ decisions are encoded in \textsc{chainme}'s additive decomposition of the SCF problem. In the next section, we describe how participants’ decisions are constrained so that a SC configuration remains feasible.

5.1.2 Constraining participants’ decisions

In Chapter 4, we argued that a solution to a SCF problem is feasible whenever all participants are able to buy their input goods and sell their output goods. Notice that this is equivalent to saying that a solution to a SCF problem is feasible whenever the number of active sellers for each good is equal to the number of active buyers. In \textsc{chainme}, we say that a good is at equilibrium whenever this condition is met. Thus, in a feasible solution, all the goods in the SC will be at equilibrium.

In order to constrain participants’ decisions so that the solution remains feasible we introduce an equilibrium term for each of the goods in the SC. An equilibrium term for good \( g \) is a composite term noted as \( m_g \) whose domain contains the variables related to its sellers \( S_g \) and buyers \( B_g \). We use \( S_g = \{ x_p | p \in S_g \} \) to denote the variables of the sellers of \( g \), and \( B_g = \{ x_p | p \in B_g \} \) to denote the variables of the buyers of \( g \). Formally, an equilibrium term can be defined as:

\[ m_g(S_g, B_g) = \begin{cases} 0, & \text{if } \sum_{x_s \in S_g} x_s = \sum_{x_b \in B_g} x_b \\ -\infty, & \text{otherwise} \end{cases} \]  

(5.2)

In the additive decomposition of the SC in Example 5, where there were two goods are at trade (Lime and Juice), we be two equilibrium terms \( m_L(S_L, B_L) \) and \( m_J(S_J, B_J) \).

At this point we are ready to provide the additive decomposition that will be used by \textsc{chainme} to tackle the SCF problem in a decentralized manner following a mediated architecture. Therefore, \textsc{chainme}'s objective function can be
expressed as:

\[ R_{\text{CHAINME}}(X_p) = \sum_{x_p \in X_p} f_p(x_p) + \sum_{m_g \in M_g} m_g(S_g, B_g) \]  \hspace{1cm} (5.3)

With this additive decomposition we can now map the SCF into a local term graph following the steps listed in Section 2.2.1. Thus, applying this procedure we can obtain the local term graph corresponding to the SCF problem described in Example 5 depicted in Figure 5.1. Notice that, in contrast with RB-LBP, in CHAINME’s decomposition there is a single simple term for each of the participants and a single composite term for each of the goods at trade. Moreover, CHAINME’s decomposition produces local term graphs that contain less cycles than those produced by LBP and RB-LBP which are known to negatively affect the solutions assessed by the max-sum algorithm [Weiss and Freeman, 2001].

Take for instance the SCF problem depicted in Figure 5.2a. CHAINME will produce the local term graph in Figure 5.2d that contains no cycles whereas LBP and RB-LBP produced cyclic graphs (Figures 5.2b and 5.2c). In general, CHAINME will produce local term graphs that contain cycles only if the undirected version of the original SC contained cycles. This is because we are basically substituting each participant by a simple term and each good by a composite term.

![Figure 5.1: CHAINME local term graph for the SC in Example 5](image)

In this section we have provided a way to map the SCF problem into a local term graph over which max-sum can operate. Now, in the next section we introduce the CHAINME algorithm that distributes the local term graph resulting from this mapping among different autonomous agents and subsequently approximates the SCF problem encoded by Equation 5.3 via message-passing over the graph.

### 5.2 The CHAINME algorithm

CHAINME is a max-sum based message-passing algorithm involving participants and mediators. Recall from Section 2.2 that max-sum exchanges messages between vertices of a local term graph. Thus, we need to distribute the vertices in
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Figure 5.2: P2P cyclic local term graphs from a cycle-free SCF problem.

The local term graph provided in the previous section among computational agents in order to provide a decentralized, mediated algorithm for SCF. In chainme, there is a participant agent for each of the participants in the SC. Each participant agent is responsible for the simple vertex representing its participant’s activation variable. Furthermore, for each of the goods at trade there is an agent that will act as mediator for that good. Each mediator agent is responsible for the equilibrium term representing its good. Figure 5.3 depicts the distribution of chainme’s local term graph vertices into participant and mediator agents. Therefore, chainme is a message-passing protocol in which messages flow back and forth from participant agents to mediator agents. Thus, each participant agent in chainme communicates only with the mediator agents of the goods it wants to buy or sell. Likewise, each mediator agent only communicates with the participant agents willing to buy or sell the good it mediates.

Figure 5.3: CHAINME’s local term distribution among agents.
Section 5.2.1 contains CHAINME’s algorithmic details. In Section 5.2.2 we describe the messages exchanged between participant and mediator agents.

5.2.1 Algorithm Description

CHAINME agents follow a established protocol that has two main phases. During the first phase, CHAINME agents run the max-sum algorithm over the CHAINME local term graph (introduced in Section 5.1). As a result of this first phase, each participant finds out how valuable it is for the SC as a whole when it is active (i.e. buying or selling goods) and hence, its preferred state. Based on that information, during the second phase, CHAINME agents decide which participants are going to take part in the SC. Next, we describe both phases in detail.

Algorithm 4 Algorithm run by a participant agent \( p \) in CHAINME.

\[
\begin{align*}
// & \text{ Assess the participant’s preferred state.} \\
1: & \text{For each mediator } m_g \text{ neighbor of } p, \text{ initialize message } \mu_{p}^{g} \text{ to zeros.} \\
2: & \text{while not convergence and not reached maximum number of iterations do} \\
3: & \quad \text{Send max-sum message to each mediator } m_g \text{ neighbor of } p. \\
4: & \quad \text{Receive max-sum message from each mediator } m_g \text{ neighbor of } p. \\
5: & \text{end while} \\
6: & \text{Assess the preferred state } x^{*}_{p} \text{ according to Equation 2.5.} \\
// & \text{ Assess the SC configuration.} \\
7: & \text{Send } x^{*}_{p} \text{ to each mediator } m_g \text{ neighbor of } p. \\
8: & \text{while not convergence and participant } p \text{ is available do} \\
9: & \quad \text{Receive from each of its good’s mediators whether participant } p \text{ should be active (} x^{*}_{p} = 1 \text{) or not (} x^{*}_{p} = 0 \text{).} \\
10: & \quad \text{Set participant } p \text{ to be activate if all of its good’s mediators want it to be active,} \\
11: & \quad \text{Send the new state } x^{*}_{p} \text{ to each of its good’s mediators.} \\
12: & \text{end while}
\]

Assessing participants’ preferred states

In order to assess the participants’ preferred states, participant and mediator agents exchange messages following the max-sum algorithm. When the algorithm starts all participant and mediator agents initialize their messages to zero. Subsequently, each participant agent \( p \) sends a message to each of the mediator agents of the goods it is interested in. The message from a participant agent to a mediator agent encodes the participant’s preference for each of its states (active or inactive). Participant agents assess the max-sum messages over their activation terms. Similarly, each mediator agent \( m_g \) sends a message to each of the participant agents interested in buying or selling the good it is mediating. The message from a mediator agent to a participant agent encodes the preference of the mediator agent for that participant to be included in or excluded from the
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Algorithm 5 Algorithm run by a mediator $m_g$ in chainme.

```
// Assess the participants’ preferred state.
1: For each participant $p$ neighbor of $m_g$, initialize message $\mu^p_g$ to zeros.
2: while not convergence and not reached maximum number of iterations do
3: Send max-sum message to each participant $p$ neighbor of $m_g$.
4: Receive max-sum message from each participant $p$ neighbor of $m_g$.
5: end while
// Assess the SC configuration.
6: Receive states from each neighboring participant.
7: while not convergence do
8: Define inactive participants as $I = \{ p \in N(g) | x^*_p = 0 \}$.
9: Remove inactive participants from the neighbors ($N(g) = N(g) \setminus I$).
10: Determine preferred participants states $S^*_g, B^*_g$ according to Equation 5.4.
11: Send to each neighbor in $N(g)$ whether it should be active or not.
12: Receive state updates from each neighboring active participants.
13: end while
```

This process runs iteratively until convergence (or a maximum number of iterations is reached). After that, each participant agent assesses its preferred state by means of Equation 2.5. The procedure followed by a participant agent during the first phase is described in lines 1-6 of Algorithm 4, whereas the procedure followed by a mediator agent is described in lines 1-5 of Algorithm 5. However, it is possible that the preferred states chosen by the participant agents in this first phase lead to an unfeasible solution. Therefore, chainme includes a second phase to ensure the feasibility of the solution that we describe next.

Assessing the SC configuration

The decisions taken individually by the participant agents as a result of the previous phase may not correspond to a feasible SC configuration. Hence, during this phase, mediator and participant agents follow a protocol to ensure that the final SC configuration is feasible. This is achieved by iterating a two-step process. During the first step, participant agents communicate their preference for the active state to the mediator agents. During the second step, mediators communicate to participants whether they are eligible to be active.

At the first step each participant agent sends its preferred state to all of its neighboring mediator agents. Once a participant agent decides that it is inactive, it will no further change its state. Accordingly, each mediator agent, after receiving the preferred states from all its neighboring agents, removes the inactive agents from the set of potential buyers and sellers for its good. After that, each mediator recomputes the preferred states for its remaining neighbors following Equation 5.4 below, which can be derived from an extension of Equation 2.5 for composite local terms. Subsequently, each mediator agent sends to each of its
participant agents whether it is required to be active or inactive.

\[ X_{mg}^* = \arg \max_{S_g, B_g} \left\{ m_g(S_g, B_g) + \sum_{s \in S_g} \mu_g^s(x_s) + \sum_{b \in B_g} \mu_g^b(x_b) \right\} . \]  

(5.4)

When a participant agent receives the state from each of its neighboring mediators, it decides to remain active only if all of its neighboring mediator agents requested it to be active. Again, each participant agent sends its preferred state to all the mediator agents it is connected to.

Participant and mediator agents continue exchanging messages in an interleaved manner until no participant agent changes its preferred state. Participant agents who still prefer to be active after this process finishes will be the active participants in the SC and will compose the SC configuration. Notice that, similarly to what happened with rb-lbp, this phase is guaranteed to finish in a number of steps no greater than the graph diameter since participant agents can only go from being active to being inactive. The process to determine which participants are active is described in lines 6-12 of Algorithm 4 and lines 6-13 of Algorithm 5 for participant and mediator agents respectively.

Note that the assessment of messages from mediator to participant agents in line 3 of Algorithm 5 is particularly inefficient. Conventionally, the assessment of the max-sum message for a local term over \(k\) binary variables takes time \(O(2^k)\). Thus, computational complexity of mediator agents is exponential in the number of participant agents it is connected to. To reduce the complexity of this phase, in the next section, we introduce a simplification of the computation of CHAINME’s max-sum messages that leads to a computationally efficient message-passing protocol between participant and mediator agents.

### 5.2.2 Efficient message updates

In CHAINME, agents exchange single-valued messages that encode the preference for the active state against the inactive one. We use \(\nu_g^p\) to denote the message from participant agent \(p\) to the mediator agent of good \(g\), and \(\nu_g^p\) to denote the message from the mediator agent of good \(g\) to participant agent \(p\). In this section we provide equations to assess this messages in a computationally efficient manner. This simplification stems from taking benefit of the fact that our equilibrium term represents a constraint and the alternatives that do not satisfy the constraint can directly be discarded. A complete description of this simplifications is given in Appendix B. After simplifications, messages in CHAINME can be proven to be the following ones:

**Message from participant to mediator agent** The message from participant agent \(p\) to the mediator agent of good \(g\) contains a single value \(\nu_g^p\). It is computed as the addition of all messages received by \(p\), excluding the message
received from $g$, plus the participant’s activation cost. Formally,

$$\nu_p^g = C_p + \sum_{g' \in \mathcal{N}(p) \setminus \{g\}} \nu_{g'}^p,$$  \hspace{1cm} (5.5)

where $\mathcal{N}(p)$ is the set of goods $p$ is required to sell or buy if active, and $\nu_{g'}^p$ is the last message received by agent $p$ from the mediator of good $g'$.

**Message from mediator to participant agent** To assess the messages sent from the mediator agent of a good to a participant agent we build upon the bid-ask interval introduced in Section 2.1.2. Specifically, the mediator agent of good $g$ computes the bid-ask interval $(\tau^+, \tau^-)$, and the sets of active buyers ($\mathcal{B}_g^a$) and active sellers ($\mathcal{S}_g^a$) by executing Algorithm 1. In so doing, the messages received from the buyers $(\nu_{g_1}^b, \ldots, \nu_{g_{|\mathcal{B}_g^a|}}^b)$ are used as buy offers, whereas the messages received from the sellers $(\nu_{g_1}^s, \ldots, \nu_{g_{|\mathcal{S}_g^a|}}^s)$ are used as sell offers.

Now, the messages from a mediator to a participant agent can be proven to be the following ones.

- The message from the **mediator of good $g$ to a seller $s$** contains a single value $\nu_g^s$ that is assessed as:

$$\nu_g^s = \begin{cases} \tau^+, & \text{if } s \in \mathcal{S}_g^a \\ \tau^-, & \text{otherwise.} \end{cases} \hspace{1cm} (5.6)$$

- The message from the **mediator of good $g$ to a buyer $b$** contains a single value $\nu_g^b$ that is assessed as:

$$\nu_g^b = \begin{cases} -\tau^-, & \text{if } b \in \mathcal{B}_g^a \\ -\tau^+, & \text{otherwise.} \end{cases} \hspace{1cm} (5.7)$$

Hence, the messages from mediators to participants coincide (disregarding signs) with the bid $(\tau^-)$ and ask $(\tau^+)$ values in a periodic double auction that takes the participants’ messages as bids. Furthermore, the message from a mediator to a participant agent does not depend on the particular message received from that participant agent, but only on whether the participant is active or inactive. Finally, the participants that are preferred as active by a mediator are those in her set of active buyers and sellers.

Note that the assessment of messages from mediators to participants is particularly efficient. Recall that the assessment of the max-sum message for a local term over $k$ binary variables takes time $\mathcal{O}(2^k)$. Conversely, CHAINME’s messages help us reduce this time to $\mathcal{O}(k \cdot \log k)$ (the time taken to order messages) for the equilibrium term. Importantly, as we formally prove in Appendix B, we are not approximating the max-sum messages, but providing a particularly efficient way to assess them. Since the assessment of the messages is exact, it does not
affect the quality of the solution achieved by the max-sum algorithm. Therefore, the first phase of CHAINME is an instance of max-sum, and thus, it inherits all max-sum convergence and quality properties. Additionally, as we argue next, this simplified versions of the messages give semantics to the standard max-sum messages.

Unraveling the semantics of CHAINME’s messages

As we show in Section 5.2.2 after simplifications the computations of messages from mediators to participants at a given iteration requires to compute a bid-ask interval for a particular periodic double auction. This makes us think that there is a relationship between the messages exchanged in CHAINME and other concepts used in other disciplines such as auction theory and economics. In this section we elaborate on these connections by expressing the semantics of the messages in CHAINME in terms of the social value of participants in a double auction. Intuitively, messages from mediator to participant agents indicate their local social value, and participant agents use the social value to guide their local decision making.

We define the local social value for a good \( g \) of a participant \( p \) as the difference between the benefit for the remaining participants of having \( p \) at trade versus not having her at trade. Consider as example the mediation scenario shown in Example 2 to assess the local social value of Alice for that good (say \( g \)), first, we need to assess the largest possible benefit for the other agents when Alice is active \((\upsilon^*_A)\) and when she is not active \((\upsilon'^* - A)\). Therefore, the local social value for good \( g \) of Alice is \( SV_g(A) = \upsilon^*_A - \upsilon'^* - A \). Recall that, in a periodic double auction, \( \pi^* \) denotes the largest possible surplus, and we refer to a \( \pi^* \)-configuration as a set of buyers and sellers that achieve surplus \( \pi^* \). Since Alice is active in the \( \pi^* \)-configuration, \( \upsilon^*_A \) is \( \pi^* \) minus the contribution of Alice, namely her offer \((\nu^g_A)\). Thus, \( \upsilon^*_A = \pi^* - \nu^g_A = $6 - ($-2) = $8 \). To assess \( \upsilon'^* - A \) we remove Alice offer. The best configuration will definitely have Bob and Eve (since Eve is paying more than Frank and Bob was happy with that what Frank was paying). Furthermore, since Frank’s offer covers the price requested by Carol, the best configuration also includes Frank and Carol, and thus \( \upsilon'^* - A \) is $4, setting the local social value for good \( g \) of Alice for good \( g \) to \( SV_g(A) = \upsilon^*_A - \upsilon'^* - A = $4 \).

Having defined what a participant local social value is for a given good and taking the messages from participants as offers, next we make two connections:

- The message sent from a mediator to participant in CHAINME approximates the participant’s local social value for that mediator.
- The message sent from a participant to a mediator in CHAINME approximates the marginal social value of that participant.

We detail these two connections in the rest of this section.

Messages to participant agents approximate their local social value.

To show how the message from a mediator to a participant approximates her
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local social value, first we detail how a mediator for good $g$ computes the local social value for every participant it is linked to depending on whether the agent is active in the $\pi^*$-configuration or not. A general mediation scenario is described in Section 2.1. Consider first the case of any seller $s^k$ active in the $\pi^*$-configuration. The benefit when $s^k$ is active, $\nu^*_s$, is simply $\pi^* - \nu^g_s$. Notice that we subtract the message from the seller to the good’s mediator ($\nu^g_s$) because it should not be considered benefit to the other participants but to $s^k$ itself. To assess $\nu^*_s$, we need to remove offer $\nu^g_s$ and recompute the best configuration. All pairs $(s^i, b^i)$ with $i < k$ are profitable because they were profitable before removing seller $s^k$. Furthermore, all pairs $(s^{i+1}, b^i)$ with $k \leq i < \eta$ are also profitable, since each pair $(s^{i+1}, b^{i+1})$ was profitable before removing $s^k$ and the offer for $b^i$ is at least as good as that of $b^{i+1}$. To assess the best attainable benefit after removing $s^k$, we must consider whether: (i) to add a new seller (namely $s^{\eta+1}$); or (ii) to remove one of the current buyers (namely $b^\eta$). Thus, we have that $\nu^*_s = \pi^* - \nu^g_s - \min(-\nu^g_{s^{\eta+1}}, \nu^g_{b^\eta})$. Moreover, the local social value for an active seller $s^k$ for good $g$ is $SV_g(s^k) = \min(-\nu^g_{s^{\eta+1}}, \nu^g_{b^\eta})$. Therefore, a mediator can compute the active seller’s local social value as the ask price $\tau^+$.

Following this line of reasoning, a mediator for good $g$ can assess the local social value for any seller $s$ as:

$$SV_g(s) = \begin{cases} 
\min(-\nu^g_{s^{\eta+1}}, \nu^g_{b^\eta}) = \tau^+, & \text{if } s \in S^a_g \\
\max(-\nu^g_s, \nu^g_{b^{\eta+1}}) = \tau^-, & \text{otherwise,}
\end{cases}$$

and the local social value for any buyer $b$ as:

$$SV_g(b) = \begin{cases} 
-\max(-\nu^g_s, \nu^g_{b^{\eta+1}}) = -\tau^-, & \text{if } b \in B^a_g \\
-\min(-\nu^g_{s^{\eta+1}}, \nu^g_{b^\eta}) = -\tau^+, & \text{otherwise.}
\end{cases}$$

Recall that $S^a_g$ and $B^a_g$ stand for the set of active sellers and buyers for good $g$ respectively.

Notice that there is a direct correspondence between equations 5.8 and 5.9 and the equations 5.6 and 5.7 used to compute messages from mediators to participants in chainme.

Messages from participants approximate their marginal value. To show how the messages from a participant to a mediator agent approximate the participant’s marginal value for that good, first we detail how a participant computes her value when there are complementarities over a set of goods (the activation cost of a participant depends on acquiring a set of input goods and selling a set of output goods). In this case, we define the value of a participant $p$ as her activation cost ($C_p$) plus the local social values of that participant for each good is connected to. Formally,

$$V_p = C_p + \sum_{g \in N(p)} SV_g(p)$$

(5.10)
In this case, since there is more than one good involved, we can also define the marginal value for a good as the participant value without the value contributed by $g$. The message from a participant to a good’s mediator is her marginal value for that good, namely her value without the value contributed by $g$, to signal her significance in the supply chain excluding $g$. This amounts to subtracting the local social value of $p$ for $g$ from the agent’s value. Therefore, the marginal value of a participant $p$ for a good $g$ is:

$$V_{p-g} = V_p - SV_g(p)$$ (5.11)

Notice that, taking the messages from mediators as local social values, there is a direct correspondence between Equation 5.11 and Equation 5.5 used to compute messages from a participant to a mediator in CHAINME.

### 5.3 Complexity analysis

In this section, in order to complete the complexity analyses provided in Sections 3.2.1 and 4.3, we provide worst-case bounds on the amount of memory, the size of the messages exchanged at each iteration, and the computation time needed by CHAINME agents. Moreover, we compare CHAINME’s complexity with the state of the art for mediated SCF, samp-sb-d, and our own contribution for P2P SCF, rb-lbp. Hereafter, we assume that the maximum number of participants a good is connected to is $P$, and the maximum number of goods that a participant is connected to is $G$.

**Computation.** At each iteration, each participant needs to assess messages for $G$ mediator agents. Moreover, if we make use of Equation 5.11, each participant requires only $O(G)$ operations to assess those messages. On the other hand, the costliest operation for a mediator agent is ordering the messages received from the participant agents, which takes $O(P \cdot \log P)$ operations per iteration.

**Memory.** Each participant agent needs to store the last message received from each of the mediator agents it is connected to plus its activation cost. Therefore, the memory requirements for a CHAINME participant agent are $O(G)$. On the other hand, each mediator agent needs to store the messages received from each of the participant agents it is connected to, namely $O(P)$ memory.

**Communication.** Each participant agent communicates exclusively with the mediator agents for the goods it is interested in buying or selling. Moreover, a participant is interested in at most $G$ goods and each message exchanged contains a single value. Therefore, each participant agent needs to send $O(G)$ messages per iteration. Analogously, each mediator agent is connected to at most $P$ participant agents with whom it exchanges a single value. Therefore, each mediator agent needs to send $O(P)$ in the worst case.
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In this section we benchmark CHAINME against the state-of-the-art decentralized SCF algorithms: SAMPSB-D, and RB-LBP. We aim at providing a quantification of CHAINME’s resource requirements as well as the quality of the solutions that our method finds and to contrast these results with the worst case analysis conducted in the previous version. First, we describe SAMPSB-D and CHAINME implementation details and the tools used in the process. Then, we detail our experimental design. Finally, we describe the metrics that we used to measure the performance of these methods for decentralized SCF, and provide a thorough analysis of the collected data.

5.4.1 Implementation mediated Supply Chain Formation algorithms

The implementation of the CHAINME algorithm was conducted in a similar way as that for RB-LBP described in Section 4.4.1. That is, CHAINME was implemented as an extension of libDAI [Mooij, 2010], an open source C++ library for probabilistic inference. Since CHAINME is a specialization of the standard max-sum algorithm implemented in libDAI, some features were added to the

<table>
<thead>
<tr>
<th>Measure</th>
<th>CHAINME</th>
<th>SAMPSB-D</th>
<th>RB-LBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Memory (overall)</td>
<td>$O(G)$</td>
<td>$O(G)$</td>
<td>$O(G \cdot P)$</td>
</tr>
<tr>
<td>participant</td>
<td>$O(P)$</td>
<td>$O(P)$</td>
<td></td>
</tr>
<tr>
<td>mediator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandwidth (per iteration)</td>
<td>$O(G)$</td>
<td>$O(G)$</td>
<td>$O(G \cdot P)$</td>
</tr>
<tr>
<td>participant</td>
<td>$O(P)$</td>
<td>$O(P)$</td>
<td></td>
</tr>
<tr>
<td>mediator</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operations (per iteration)</td>
<td>$O(G)$</td>
<td>$O(G)$</td>
<td>$O(G \cdot P^2)$</td>
</tr>
<tr>
<td>participant</td>
<td>$O(P \cdot \log P)$</td>
<td>$O(\log P)$</td>
<td></td>
</tr>
<tr>
<td>mediator</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Worst case resource requirements.
library. Namely,

1. **Local terms as functions.** While libDAI’s terms need to be stored in memory as tables, CHAINME’s do not since they can be expressed as functions. Therefore, our first extension to libDAI was to implement CHAINME local terms as functions, thus reducing memory requirements.

2. **Simplified message calculation.** All the messages from a mediator agent to all the participant agents it is connected to depend on the same two values, namely $\tau^+$ and $\tau^-$. Therefore, instead of calculating each message separately as happens with libDAI’s local terms, our implementation of CHAINME’s equilibrium terms includes the precalculation of $\tau^+$ and $\tau^-$ prior to sending the messages to each of the participants. Thus, by extracting the part of message calculation that is common for all the neighbors of an equilibrium term, we reduce CHAINME’s computational requirements with respect to its standard max-sum counterpart.

3. **Solution assessment.** Recall from Section 5.2 that the assessment of solutions after CHAINME’s max-sum phase has finished is specific to this algorithm. As a consequence of this, we implemented CHAINME’s solution assessment as an additional procedure after the termination of the max-sum phase.

Finally, SAMP-SB-D algorithm was implemented in C++ following the description of the algorithm in [Walsh and Wellman, 2003]. The code for all three algorithms can be freely downloaded from [Penya-Alba et al., 2014a].

**5.4.2 Experimental design**

We are interested in evaluating the performance of CHAINME against SAMP-SB-D, the state of the art in mediated SCF. Moreover, we are interested in evaluating the benefits, if any, of mediated SCF with respect to P2P SCF. Our experimental design follows that of Section 4.4.2. That is, we use the test-suite described in [Vinyals et al., 2008] to generate SCF problems. Moreover, we generate SCs with 50 goods and a number of participants ranging from 40 to 500. For each scenario we generate 100 different SCs. The generated problems can be downloaded from [Penya-Alba et al., 2014a].

Each of the problems is solved with the implementations of SAMP-SB-D, RB-LBP, and CHAINME described in the previous section. Our tests were run on an Intel(R) Xeon(TM) CPU running at 3.20GHz with 2GB of RAM on linux-2.6 x86 64. For each problem we record the following values:

**Bandwidth.** While CHAINME and RB-LBP agents exchange single-valued messages, SAMP-SB-D’s mediator agents send multiple-valued messages to the participant agents they are connected to. Thus, for each agent involved in the SCF process, be it a participant or a mediator agent, we record the number of messages sent times the size of the message.
5.4. Experimental evaluation

**Computation.** We measure the computation needed by an agent as the number of operations the agent performs.

**Solution quality.** We normalize solution quality to the 0-1 scale by dividing the value of the SCs found by the different methods by the value of the optimal solution. Hence, a quality of one means that the solution found is optimal.

Recall from Section 5.3 that the memory requirements for agents in all the three algorithms compared is proportional to the number of neighbors the agent is connected to. Moreover, the memory used by these agents does not increase during the execution of each of the algorithms. Therefore, we do not record the memory requirements since they will produce similar results for all three methods. In what follows, we provide an analysis of the results obtained after running the experiments and recording the results obtained.

5.4.3 Empirical evaluation

In this section we study the scalability of CHAINME and compare it with that of SAMP-SB-D and RB-LBP. Following the empirical evaluation in Section 4.4.3 we impose a hard limit of 250 iterations after which the execution of RB-LBP and CHAINME is stopped and a solution is assessed. SAMP-SB-D is run until convergence since convergence is guaranteed in this protocol [Walsh and Wellman, 2003].

The distributions obtained for the measures described in the previous section are long-tailed and skewed. Therefore we use the median instead of the mean as a measure of central tendency following the recommendations in Wilcox and Keselman, 2003. Where possible we do also show the 20th and 80th percentile as a measure of dispersion. First, we analyze the resource requirements of each algorithm. Then, we analyze the quality of the solution obtained (in terms of the value of the SC) by each algorithm.

**Resource requirements**

Recall that CHAINME and SAMP-SB-D are mediated algorithms whilst RB-LBP is not. That is, CHAINME and SAMP-SB-D employ mediator agents alongside participant agents, whereas in RB-LBP there are only participant agents. For that reason we benchmark bandwidth usage along four different dimensions: total bandwidth used by all agents, maximum bandwidth used by any participant, bandwidth used by a mediator agent, and bandwidth used by a participant agent.

Footnote 1: A fair assessment of the amount of computation performed by mediators is difficult. The costliest operation for both SAMP-SB-D and CHAINME mediators is assessing the bid-ask interval. CHAINME uses algorithm 1 whose worst-case complexity is $O(P \cdot \log P)$ (P stands for the number of participants a mediator is connected to). Thus, we record $P \cdot \log P$ operations each time the bid-ask interval is assessed in CHAINME. On the other hand, the assessment of the bid-ask interval in SAMP-SB-D can be done in $O(\log P)$ following [Wurman et al., 1998]. Hence, we record $\log P$ operations each time the bid-ask interval is assessed in SAMP-SB-D.

Footnote 2: The optimal solutions are found using a centralized mixed integer programming solver.
total bandwidth used by mediators, and maximum bandwidth used by any mediator.

Figure 5.4 shows how the different algorithms performed in terms of bandwidth usage. Note that RB-LBP is left out of Figures 5.4c and 5.4d due to its lack of mediator agents. In Figure 5.4a we see that CHAINME consumes at most 1/60th of the bandwidth used by RB-LBP and that the savings when compared to SAMP-SB-D are of at least three orders of magnitude. Moreover, as shown in Figure 5.4b these savings remain even when considering only participant agents. Furthermore, the savings increase from three to four orders of magnitude when considering only mediator agents (Figures 5.4c and 5.4d).

![Figure 5.4](image)

Figure 5.4: CHAINME, RB-LBP, and SAMP-SB-D bandwidth requirements. Plots use a log-scale for the y axis.

Next, we turn our attention to the computational requirements of the three algorithms at hand (SAMP-SB-D, RB-LBP, and CHAINME). Figure 5.5 shows how the different algorithms performed in terms of computation. Again, RB-LBP is left out of Figures 5.5c and 5.5d due to its lack of mediator agents. In Figures 5.5a and 5.5b we see that the number of operations performed by CHAINME is at least 2 orders of magnitude smaller than that of the runner-up. This difference is confirmed when we only consider mediators in Figures 5.5c and 5.5d.

Given the complexity results provided in Section 5.3 it might seem unexpected that CHAINME performs better than SAMP-SB-D in terms of computational requirements. However, SAMP-SB-D message update policies can slow down the
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Figure 5.5: CHAINME, RB-LBP, and SAMP-SB-D computations. Plots use a log-scale for the y axis.

algorithm by increasing the number of iterations needed to find a solution as discussed in Section 3.2.2. This increase on the number of iterations can be observed in Figure 5.6. Notice that SAMP-SB-D requires more than one thousand more iterations than CHAINME to find a solution. Moreover, RB-LBP fails to find a solution within the limit of 250 iterations whereas CHAINME finds solutions well below this limit. This phenomenon can be explained by the fact that CHAINME’s additive decomposition produces local term graphs that contain less cycles than those produced by RB-LBP as argued in Section 5.1 (which is a known factor for max-sum convergence [Weiss and Freeman, 2001]).

Solution quality

In this section we focus our attention on the quality of the solutions assessed by CHAINME. Figure 5.7a shows the median and dispersion of the solution quality for CHAINME, RB-LBP, and SAMP-SB-D. We observe that both mediated methods (CHAINME and SAMP-SB-D) outperform RB-LBP (which implements a P2P architecture). Moreover, the quality of the solutions assessed by RB-LBP rapidly decreases as the number of participants in the SC increases. On the other hand, both CHAINME and SAMP-SB-D find solutions that are close to the optimal one although the later shows a slight decrease on the quality of the solution as the number of participants increases.
Figure 5.6: CHAINME, RB-LBP, and SAMP-SB-D iterations to convergence.

Figure 5.7: CHAINME, RB-LBP, and SAMP-SB-D solution quality.

Figure 5.7b plots the number of problems for which each method was able to find the optimal solution. The number of problems optimally solved by SAMP-SB-D and RB-LBP decreases very rapidly as the number of participants increases. By contrast, CHAINME is able to find the optimal solution in most of the problems, even in scenarios with a large number of participants. In the 500 participants scenario, CHAINME converges to the optimal solution in more than 70% of the problems, whereas the other methods almost never find it.

These experiments place CHAINME as the best performing algorithm for decentralized SCF. On the one hand, it requires less computational resources than the state-of-the-art. Moreover, CHAINME reduces the bandwidth required to find a solution to no more than 1/60th of the runner-up. Furthermore, the number of operations required by CHAINME to assess solutions is at least two orders of magnitude smaller than those required by the next best performing algorithm. On the other hand, CHAINME is able to find solutions that are of higher quality than those found by the other methods. Moreover, CHAINME finds the optimal solution in over 70% of the instances even for problems with 500 participants.
5.5 Conclusion

In this chapter we have introduced \textsc{chainme}, a novel method for mediated SCF. \textsc{chainme} is based on an additive decomposition of the SCF problem that can be approximated by the max-sum algorithm. Moreover, we have provided computationally efficient expressions to assess max-sum messages that significantly lower the resources required by \textsc{chainme} with respect to standard max-sum. The experimental evaluation of the \textsc{chainme} algorithm shows that it is able to find solutions requiring less than 1/60th of the bandwidth required by \textsc{rb-lbp} (our method for P2P SCF), and that the savings in terms of bandwidth are of at least three orders of magnitude when compared with \textsc{samp-sb-d} (the state of the art for mediated SCF). Moreover, \textsc{chainme} savings in terms of number of operations are of at least two orders of magnitude when compared with \textsc{rb-lbp} and \textsc{samp-sb-d}. Finally, these savings do not come at the expense of the solution quality. That is, \textsc{chainme} is able to find solutions that are closer to the optimal one than the other methods and finds the optimal solution more often even for larger problems.
Chapter 6

Conclusions and Future Work

In this chapter, we draw some conclusions about the work developed in this dissertation and we show some paths open to future development.

6.1 Conclusions

The Supply Chain Formation (SCF) problem has been widely studied in the multi-agent systems literature. Moreover, as we discussed in Chapter 1, the majority of contributions tackle the SCF problem in a centralized manner. However, as argued in Section 3.1, employing a centralized solution might not be satisfactory for the following reasons:

- Centralized approaches rely on a central authority that possesses the private valuations of all participants. However, participants might be reluctant to share this information with any central authority.

- Centralized optimal solvers might suffer from scalability issues given the hardness of the SCF problem.

- The existence of a central authority introduces a single point of failure for the SCF process.

In order to overcome these limitations, as discussed in Section 3.2, decentralized SCF appears as an attractive alternative. Decentralized approaches in the literature to the SCF problem can be categorized under two categories: peer-to-peer (P2P) and mediated. In P2P SCF, participant agents interact directly with each other without the need of any third party. On the other hand, in mediated SCF each of the goods in the Supply Chain (SC) is represented by a computational agent that mediates between the participant agents interested in buying or selling the good it is in charge of.
Although solving the SCF problem in a decentralized manner has been studied in the literature both in a P2P and in a mediated manner, current state-of-the-art methods for decentralized SCF incur in high computational penalties. Moreover, there is no comparison in terms of economical efficiency of these methods. With this background, in Chapter 1, we posed the following open research questions:

- Can decentralized SCF methods be economically efficient?
- Can decentralized SCF methods be computationally efficient?

With the goal of answering these questions, in this thesis, we have contributed to the state of the art with two algorithms for decentralized SCF that are computationally efficient and provide higher quality solutions to the SCF problem than the current approaches in the state of the art. One of the main contributions of this thesis was rb-lbp, an algorithm to solve the SCF problem following a P2P architecture. On the other hand, we contribute to the state of the art in mediated SCF with chainme, an algorithm to solve the SCF problem in a decentralized manner with the use of mediators for goods. Both contributions are based on the max-sum algorithm and exploit the particularities of our encodings in order to reduce computational complexity. Moreover, the methodology we applied to both rb-lbp and chainme has proven to be effective signaling its potential for other coordination problems.

Next, in Section 6.1.1, we provide a summary of the methodology followed to develop both rb-lbp and chainme. Then, in Section 6.1.2, we provide a detailed summary of rb-lbp, our contribution to P2P SCF. Finally, in Section 6.1.3, we summarize in more detail chainme, our contribution to mediated SCF.

### 6.1.1 A methodology for the design of decentralized decision making algorithms

We decided to tackle the decentralized SCF problem by means of decentralized decision making algorithms based on max-sum that are run by a multi-agent system. We set our goal to develop a methodology to build a local term graph over which the max-sum algorithm could run in a computationally efficient manner in order to approximate an objective function that decomposes additively. Recall from Section 2.2 that max-sum is a message passing algorithm that has shown good empirical performance in a wide range of multi-agent coordination scenarios. Unfortunately, assessing standard max-sum messages takes exponential time. However, it is possible to reduce its time complexity by studying the particularities of specific local terms as described in Section 2.2.1. In order to design and implement computationally efficient solutions to the SCF problem both in P2P and mediated scenarios we adopted a common methodology. Our methodology consists in the following steps:

1. **Identify decision makers.** Each decision maker in a SC is represented by a computational agent.
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2. **Encode decisions in binary variables.** For each of the decision makers identified in the previous step, break down its decisions into binary ones. By encoding each decision in a binary variable we avoid the problem of coupling several decisions into a single variable.

3. **Ensure coherence.** Introduce constraints in the form of local terms in order to ensure that only feasible combinations of variables’ states remain acceptable.

4. **Assign variables and local terms to agents.** Assign the responsibility of sending and receiving the max-sum messages for each variable and local term to the corresponding agent identified at step 1.

5. **Efficient computation of messages.** Apply the technique described in Section 2.2.4 to the local terms obtained at step 3 in order to reduce standard max-sum’s exponential time complexity.

6. **Decode max-sum’s solution.** Since max-sum can converge to unfeasible solutions or even fail to converge, devise a domain specific method for removing unfeasilities in the solutions found by the max-sum algorithm.

Notice that the steps described above are not exclusive to the SCF problem and can be applied to more general optimization problems. Therefore, we believe that applying the methodology followed in this work can reduce the design and implementation time of solutions to other multi-agent system coordination problems.

In the next sections we provide a summary of how we applied this methodology to the SCF problem and the results it yielded.

6.1.2 Peer-to-peer Supply Chain Formation

As described in Section 3.2.1 in P2P SCF there is a participant agent representing each of the participants in the SC. Moreover, each participant agent communicates only with the agents representing the sellers of the goods its participant is interested in buying and the buyers of the goods its participant is interested in selling.

As we show in Section 3.2.1, the computational requirements of LBP, the state of the art in P2P SCF, grow exponentially with the size of the problem, thus hindering the scalability of this method.

In order to provide a computationally efficient algorithm for P2P SCF, in Chapter 4 we proposed RB-LBP. RB-LBP is designed following the methodology described in the previous section as we detail next.

The first step in our methodology is that of identifying decision makers. Since we are dealing with a P2P SCF, it turns out clear that the decision makers in our scenario are the SC participants themselves.

To encode decisions in binary variables (step 2), we encode each participant’s decision to take part in the SC in a binary variable. Moreover, we decouple each buy and sell decision into a separate variable.
Furthermore, we ensure internal coherence (step 3) of each participant by means of selection terms and coherence among participants by means of equality terms. That is, each selection term relates to the buy or sell decision of a certain good and ensures that an active participant chooses only one partner for the good in question and each equality term ensures that potential partners agree on whether to exchange a certain good or not.

In order to apply the max-sum algorithm to a multi-agent system, it is necessary to assign each variable and local term to a computational agent (step 4). Therefore, in RB-LBP, there is a participant agent representing each of the participants in the SC. Moreover, each participant agent is responsible for the variables encoding its participant’s decisions and the local terms constraining them. The local terms ensuring coherence among each pair of potential partners are shared by both participant agents.

Applying the technique described in Section 2.2.4 to reduce the computational complexity of max-sum message assessment (step 5) results in an improvement in worst case resource requirements over LBP, the state-of-the-art method for P2P SCF. Specifically, with RB-LBP, we reduce memory and bandwidth requirements from exponential to linear, and the number of operations per iteration from exponential to quadratic.

Finally, in order to decode max-sum’s solutions (step 6), in RB-LBP, we simply remove from the solution any participant that is not able to buy all of its input goods and sell its output goods.

With the purpose of evaluating RB-LBP’s performance we conducted an experimental analysis. The results show that RB-LBP is able to find higher-valued solutions while reducing the memory, bandwidth and computational resources required by several orders of magnitude with respect to LBP, the state-of-the-art method for P2P SCF. However, as a result of the experiments, we observed that the quality of the solutions found by both LBP and RB-LBP degrades as the number of participants in the SC increases. Moreover, we linked this behaviour to the number of cycles in the local term graphs produced by both methods. Furthermore, we argued that this is a consequence of applying the max-sum algorithm to the P2P architecture.

**Summary of RB-LBP contributions**

To summarize, our main contributions to the state of the art in P2P SCF are:

- A novel encoding of the SCF into a local term graph containing only binary variables.
- A mapping of the local term graph into a multi-agent system that allows to solve the SCF problem following a P2P architecture.
- A set of expressions to assess the messages exchanged between the participant agents in a computationally efficient manner.
6.1. Conclusions

- A P2P algorithm for SCF that requires several orders of magnitude less memory, bandwidth and computational resources, and finds better valued solutions than LBP, the state of the art for P2P SCF.

Thus, with RB-LBP, we answer the first of our research questions by showing that decentralized SCF can be computationally efficient in the P2P setting. However, the question about economical efficiency remains open. We try to address this question with our contribution to mediated SCF.

6.1.3 Mediated Supply Chain Formation

As described in Section 3.2.2, in mediated SCF there is a participant agent representing each participant in the SC. Moreover, for each of the goods in the SC, there is a mediator agent that acts as a local market for that good. Therefore, participant agents communicate only with the mediator agents for the goods they are interested to buy or sell.

Although in Chapter 4 we provided a computationally-efficient method for decentralized SCF, the quality of the solutions found by this method degrades as the size of the problem increases. On the other hand, in Section 3.2.2, we argued that, although being able to achieve high economic efficiency, SAMP-SBD, the state of the art for mediated SCF, incurs in a high penalty in terms of communication.

Thus, in Chapter 5 we proposed CHAINME, a mediated method for SCF. CHAINME is designed following the methodology described in Section 6.1.1 as we detail next.

The first step in our methodology is that of identifying decision makers (step 1). Since CHAINME is targeted at mediated SCF, it turns out clear that the decision makers in our scenario are both the participants in the SC and the mediators for each of the goods in the SC.

To encode participant’s decisions (step 2) we introduce a binary variable for each of the participants encoding whether she is active in the SC or not. On the other hand, we ensure coherence (step 3) by means of equilibrium terms, one per each good at trade, that enforce that the number of active sellers is equal to the number of active buyers for each of the goods at trade.

In order to solve the SCF problem by means of a max-sum based multi-agent system, it is necessary to assign each variable and local term to a computational agent (step 4). Therefore, in CHAINME, there is a participant agent representing each of the participants in the SC. Moreover, each participant agent is responsible for its participant’s variable. On the other hand, for each good in the SC there is a mediator agent that is responsible for the equilibrium term constraining the exchanges of that good.

Applying the technique described in Section 2.2.4 to reduce the computational complexity of max-sum’s message assessment (step 5) results in CHAINME requiring the same worst case memory and communication resources as SAMP-SBD the state-of-the-art method for mediated SCF, and RB-LBP. Moreover, CHAINME reduces the operations required per iteration with respect to RB-LBP.
Finally, to decode max-sum’s solutions (step 6), each mediator agent in \textsc{chainme} matches the best buyers and sellers for the good it is representing and marks them to be active. Then, each participant agent decides to be active in the SC if it is able to buy all of its input goods and sell all of its output goods.

With the purpose of quantifying \textsc{chainme}’s savings in terms of computational resources and evaluating the quality of the SC configurations found by \textsc{chainme} we conducted an experimental analysis. The results show that, when compared against both \textsc{rb-lbp} and \textsc{samp-sb-d}, \textsc{chainme} requires a fraction of the bandwidth an operations needed by the next best performing algorithm and has the same memory requirements. Moreover, \textsc{chainme} finds SC configurations of higher value than the competition. Furthermore, the value of the solutions found by \textsc{chainme} is within 98% of the optimal value.

**Summary of \textsc{chainme} contributions**

To summarize, our main contributions to the state of the art in mediated SCF are:

- A novel encoding of the SCF into a local term graph containing only binary variables.
- A mapping of the local term graph into a multi-agent system that allows to solve the SCF problem following a mediated architecture.
- An efficient computation of messages exchanged between the participant agents and the mediator agents.
- A method that allows to find solutions to the SCF problem in a decentralized manner reducing the memory requirements to 1/60th, and the number of operations by two orders of magnitude with respect to the state of the art while finding solutions that are close to the value of the optimal one.

Thus, with \textsc{chainme}, we answer both of our research questions by showing that decentralized SCF can be computationally and economically efficient in a mediated setting. However, as we argue in the next section there are many paths for future development in the area of decentralized SCF.

### 6.2 Future work

In this thesis we have tried to make headway in the decentralized assessment of Supply Chains (SCs) both in peer-to-peer (P2P) and mediated scenarios. This thesis also reveals several paths to future developments both on decentralized Supply Chain Formation (SCF) and on improving the results obtained by applying the max-sum algorithm to other coordination problems. Next, we elaborate on both lines of future work.
6.2. Future work

6.2.1 Decentralized Supply Chain Formation

Although we have contributed to the state of the art on decentralized SCF with two computationally efficient algorithms, there is room for improvement on the quality of the solutions found by current P2P SCF methods. Recall that the value of the SC configurations found by both LBP [Winsper and Chli, 2013] and RB-LBP (Chapter 4) degrades as the number of participants in the SC increases. Both methods are based on the max-sum algorithm and, as we argued in Section 4.5, applying this algorithm to P2P SCF results in graphs that contain cycles which is known to affect negatively max-sum’s performance. Therefore, we think it would be interesting to study how other techniques from the Decentralized Constraint Optimization community perform in the SCF problem. Moreover, both LBP and RB-LBP ensure feasibility of the solutions by just removing participants from the solution until it is feasible. Thus, more sophisticated decoding methods could lead to better valued solutions.

In general, all the methods reviewed in this thesis (including RB-LBP and CHAINME) that tackle the SCF problem in a decentralized manner lack the expressivity found in centralized approaches such as [Collins et al., 2002], [Cerquides et al., 2007], and [Witzel and Endriss, 2012]. That is, none of the reviewed methods takes into account features such as temporal constraints or allowing participants to express bids that contain multiple copies of the same transformation, transformations that take (or produce) multiple units of the same good, offer different bundles of transformations, and different prices for a transformation depending on how many times it is performed (bulge discounts). Therefore, we think it would be interesting to study how to add expressiveness to current decentralized methods for SCF while keeping their computational and economical efficiency. For instance, it would be possible to add these features by means of additional constraints to the methods we proposed.

Finally, in this thesis we have provided the means to solve the Winner Determination Problem in a decentralized manner. However, since no payment function has been defined, the design of a mechanism would require the definition of one such payment function. Therefore, the design of this function and the analysis of the properties of the corresponding mechanisms should be pursued as future work.

6.2.2 Improving the performance of max-sum

The decoding of the solutions found by the max-sum algorithm is a key aspect to consider when using max-sum to solve an optimization problem since max-sum may converge to solutions that break some constraints. So far, max-sum based methods in the literature [Givoni and Frey, 2009] [Kim et al., 2010] [Winsper and Chli, 2013] tend to include a domain specific decoding phase in order to turn the solutions found by the max-sum algorithm into feasible ones. The design of this decoding phase is not trivial and the quality of the final solution can be greatly affected by the method chosen. Therefore, max-sum based methods would benefit from the study of general solution decoding methods.
Finally, the design and implementation of both of our contributions to decentralized SCF follow the methodology described in Section 6.1.1. Although our methodology proved to be valid for the design of SCF algorithms, its generality makes it appear as a promising candidate for other multi-agent coordination problems. A key aspect of our methodology is providing computationally efficient message computation for max-sum local terms. Moreover, in this thesis we have provided computationally efficient message computation for three new local terms. Furthermore, we can find in the literature more examples of these computationally efficient local terms [Givoni and Frey, 2009, Tarlow et al., 2010, Pujol-Gonzalez et al., 2013a, Pujol-Gonzalez et al., 2013b]. Since these local terms can be understood as logical operators (e.g. select one variable, all variables must take the same value, etc), we think it could be possible to build a general framework to solve coordination problems following our methodology and using these local terms as building blocks. That is, a designer could build a solver to a coordination problem just by “plugging” together these building blocks without the need to understand the inner workings of the max-sum algorithm, thus speeding up the design of solvers. An interesting take on building such a framework is the Binary MaxSum library [Pujol-Gonzalez and Penya-Alba, 2014]. However, as of today, this library is limited to a collection of computationally efficient local terms. We think it would require the implementation of a general method for decoding solutions and a design tool to specify problems in order to turn this library in the framework described above.
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RB-LBP Efficient Message Computation

We devote this chapter to provide computationally efficient expressions to assess the value of the messages exchanged in RB-LBP’s local term graph described in Chapter 4. Therefore, in Section A.1, we provide a description of the expressions used in standard max-sum to assess the messages exchanged between vertices in the local term graph. Then, in Section A.2, we study the particularities of RB-LBP’s local terms. Finally, in Section A.3, we provide computationally efficient expressions to assess the single-valued messages exchanged between RB-LBP’s local terms.

A.1 Message exchange in standard max-sum

The max-sum algorithm consists of a series of message exchanges between simple and composite vertices in a local term graph. Recall from Section 2.2.1 that a simple vertex is a vertex representing a local term whose scope is a single variable, whereas a composite vertex is a vertex representing a local term whose scope is two or more variables. Moreover, the message exchange between vertices is repeated until the algorithm either converges or is stopped. Furthermore, recall from Section 2.2.2 that, in standard max-sum, the message from a composite vertex \( f \) to a simple vertex \( x \) is assessed by Equation A.1.

\[
\mu^x_f(x) = \max_{X_f \{x\}} \left\{ f(X_f) + \sum_{x' \in N(f) \setminus \{x\}} \mu^x_{x'}(x') \right\} \quad \forall x \in D_x \quad (A.1)
\]

where \( X_{f \setminus \{x\}} \) can take every possible state of every variable in the scope of local term \( f \) except \( x \), \( f \) is the local term associated to the composite vertex, and \( N(f) \setminus \{x\} \) is the set of neighbors of \( f \) excluding \( x \).

On the other hand, the message from a simple vertex \( x \) to a composite vertex
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\( f(\mu_f^x) \) is given by Equation A.2

\[
\mu_f^x(x) = f_x(x) + \sum_{f' \in N(x) \setminus \{f\}} \mu_{f'}^x(x) \quad \forall x \in \mathcal{D}_x \tag{A.2}
\]

where \( f_x \) is the simple term associated to \( x \) and \( N(x) \setminus \{f\} \) is the set of neighbors of \( x \) excluding \( f \).

Notice that these messages depend not only on the messages received from neighboring vertices but also on the value taken by the local term they represent. Moreover, the computation of messages from composite vertex to simple vertex takes exponential time. However, as argued in Section 2.2.4 this complexity can be reduced by studying the particularities of each particular local term. In the next section, we study the particularities of RB-LBP’s local terms and provide slightly simplified expressions to assess the messages between RB-LBP’s local term graph vertices.

A.2 Message computation

In this section we study the messages computed by the selection and equality terms employed by RB-LBP. Each of these local terms encode a hard constraint. That is, some of the possible assignments to the variables of a local term are unfeasible and can be discarded. Therefore, it is possible to simplify the maximum in Equation A.1 by not considering the assignments that break the constraint. Consequently, we provide slightly simplified versions of Equation A.1 for equality and selection terms both for the active and inactive states of a variable. For simplicity, we start with equality terms.

**Computing the message from equality vertex to option vertex.** Consider equality term \( f_E \) joining option variables \( o \) and \( o' \) described by the following equation:

\[
f_E(o, o') = \begin{cases} 
0, & \text{if } o = o' \\
-\infty, & \text{otherwise.}
\end{cases}
\]

Moreover, consider that the last messages received by vertex \( f_E \) from vertex \( o' \) is \( \mu_{o'}^{f_E} \). We can readily assess the new message from \( f_E \) to \( o \) (\( \mu_{o}^{f_E} \)):

\[
\mu_{o}^{f_E}(0) = \max_{o'} \left( f_E(o', 0) + \mu_{o'}^{f_E}(o') \right).
\]

Since \( f_E(o, 0) \) has a value of \( -\infty \) if \( o' = 1 \), we can assure that \( o' = 0 \) is the assignment that maximizes the expression, and thus

\[
\mu_{o}^{f_E}(0) = f_E(0, 0) + \mu_{o'}^{f_E}(0) = \mu_{o'}^{f_E}(0). \tag{A.3}
\]

In a similar way we obtain:

\[
\mu_{o}^{f_E}(1) = \mu_{o'}^{f_E}(1). \tag{A.4}
\]
A.2. Message computation

Note that the message from $f_E$ to $o$ is the last message received by $f_E$ from $o'$. Since the equality term is symmetrical, the message from $f_E$ to $o'$ is the last message received by $f_E$ from $o$. We reproduce bellow the equations for the message sent from an equality vertex to an option vertex, both for the inactive and the active states.

\[
\begin{align*}
\mu^0_{f_E}(0) &= \mu^0_{o'}(0) \\
\mu^1_{f_E}(1) &= \mu^1_{o'}(1)
\end{align*}
\]

Computing the message from selection vertex to activation vertex. Consider a generic selection term $f_S$, joining an activation variable $a$ with option variables $o_1, \ldots, o_n$ described by the following equation:

\[
f_S(a, o_1, \ldots, o_n) = \begin{cases} 
0, & \text{if } \sum_{i=1}^{n} o_i = a \\
-\infty, & \text{otherwise.}
\end{cases}
\]

Moreover, consider that the last messages received by vertex $f_S$ from vertices $a, o_1, \ldots, o_n$, are respectively $\mu^0_{f_S}, \mu^1_{f_S}, \ldots, \mu^0_{f_S}$. We start by assessing the message from $f_S$ to $a$, analyzing the case when $a = 0$:

\[
\mu^a_{f_S}(0) = \max_{o_1, \ldots, o_n} (f_S(0, o_1, \ldots, o_n) + \sum_{i=1}^{n} \mu^0_{f_S}(o_i)).
\]

Since the activation variable is 0, the only possible combination of values returning a non-infinite value for $f_S$ is setting all option variables $o_i$ to 0 and thus

\[
\mu^0_{f_S}(0) = \sum_{o_i \in N(f_S) \setminus \{a\}} \mu^0_{f_S}(0), \tag{A.5}
\]

where $N(f_S) \setminus \{a\}$ is the set of option vertices connected to selection vertex $f_S$.

On the other hand, the message for $a = 1$ is:

\[
\mu^a_{f_S}(1) = \max_{o_1, \ldots, o_n} (f_S(1, o_1, \ldots, o_n) + \sum_{i=0}^{n} \mu^1_{f_S}(o_i)).
\]

Since the activation variable is 1, the selection term is only satisfied when one of its option variables takes on value 1 and the remaining ones take on value 0. It follows that:

\[
\mu^a_{f_S}(1) = \max_{o \in N(f_S) \setminus \{a\}} (\mu^a_{f_S}(1) + \sum_{o' \in N(f_S) \setminus \{a, o\}} \mu^0_{f_S}(0)), \tag{A.6}
\]

where $N(f_S) \setminus \{a, o\}$ is the set of option vertices connected to selection vertex $f_S$ but option vertex $o$. We reproduce bellow the equations for the message sent from an selection vertex to an activation vertex, both for the inactive and the active states.
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\[
\begin{align*}
\mu^0_{f_S}(0) &= \sum_{o \in N(f_S) \backslash \{a\}} \mu^0_{o}(0) \\
\mu^1_{f_S}(1) &= \max_{o \in N(f_S) \backslash \{a\}} \left( \mu^1_{o}(1) + \sum_{o' \in N(f_S) \backslash \{a, o\}} \mu^0_{o'}(0) \right)
\end{align*}
\]

Computing the message from selection vertex to option vertex. The message sent from vertex \( f_S \) to each option vertex \( o_i \) is assessed in the same way. We start with the case \( o_i = 0 \). For compactness we note \( O_{-i} \) the set of all option variables attached to local term \( f_S \) except \( o_i \).

\[
\mu^{o_i}_{f_S}(0) = \max_{a, O_{-i}} \left( f_S(a, o_i = 0, O_{-i}) + \mu^0_{a}(a) + \sum_{o' \in O_{-i}} \mu^0_{o'}(o) \right).
\]

There are two ways in which the selection constraint can be satisfied. Either by setting every variable to 0 or by setting activation variable \( a \) to 1 and selecting exactly one of the option variables to take on value 1. Therefore, the equation to assess the message from a selection vertex to an option variable will follow the pattern:

\[
\mu^{o_i}_{f_S}(0) = \max(AllZeros, \max_{o' \in O_{-i}} Select(o')). \tag{A.7}
\]

On the one hand, the expression obtained after setting all variables to zero, \( AllZeros \), can be expressed as:

\[
AllZeros = \mu^0_{a}(0) + \sum_{o' \in O_{-i}} \mu^0_{o'}(o). \tag{A.8}
\]

On the other hand, the expression obtained after setting activation variable to one and only one selection variable to zero, \( Select(o') \), can be expressed as:

\[
Select(o') = \mu^1_{a}(1) + \mu^1_{o'}(1) + \sum_{o' \in O_{-i} \backslash \{o'\}} \mu^0_{o'}(0). \tag{A.9}
\]

Finally, in case \( o_i = 1 \), we have that:

\[
\mu^{o_i}_{f_S}(1) = \max_{a, O_{-i}} \left( f_S(a, o_i = 1, O_{-i}) + \mu^1_{a}(a) + \sum_{o' \in O_{-i}} \mu^0_{o'}(o) \right).
\]

The only way to satisfy the selection constraint is by setting \( a \) to 1 and all the option variables other than \( o_i \) to 0. Thus,

\[
\mu^{o_i}_{f_S}(1) = \mu^1_{a}(1) + \sum_{o' \in O_{-i}} \mu^0_{o'}(0). \tag{A.10}
\]
A.3. Message simplification

Therefore, the messages from a selection vertex to an option vertex both for
the inactive and the active states can be assessed by the following equations.

\[
\begin{align*}
\mu_{f_x}(0) &= \max(\text{AllZeros}, \max_{o' \in O_{-i}} \text{Select}(o')) \\
\mu_{f_x}(1) &= \mu_{g_x}(1) + \sum_{o' \in O_{-1}} \mu_{f_{o'}}(0)
\end{align*}
\]

Note that to assess the messages from composite to simple vertices partici-
pant agents do not need to store the tables representing composite terms. Since
the size of a selection term grows exponentially with the number of options, the
equations above yield large savings in memory requirements.

A.3 Message simplification

In this section we take the expressions to assess standard max-sum messages from
the previous section and derive computationally efficient expressions to assess
the equivalent single-valued messages exchanged between RB-LBP vertices. The
derivation of the expressions for each message follows the same pattern. First,
we take the difference between the message for the active state and the inactive
state of a variable obtained in the previous section. Then, we remove terms that
cancel out. Finally, we apply the following simplification:

\[
\nu_w^v = \mu_w^v(1) - \mu_w^v(0).
\]

We start by deriving the efficient messages from simple vertices to composite
vertices. In general, the message from a simple vertex to a composite vertex can
be assessed by means of the equation in the following lemma.

**Lemma 1.** The single-valued message from a simple vertex \(x\) to a composite
vertex \(g\) can be assessed as:

\[
\nu_g^x = f_x(1) - f_x(0) + \sum_{g' \in N(x) \setminus \{g\}} \nu_{g'}^x.
\]

**Proof.** We begin by taking the difference between the messages sent by simple
vertex \(x\) to composite vertex \(f\) (Equation 2.4) for the active and the inactive
states of \(x\). From there, it is just a matter of expanding both messages and
applying Equation A.11.
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\[ \nu^f_x = \mu^f_x(1) - \mu^f_x(0) \]

\[ = \left( f_x(1) + \sum_{f' \in \mathcal{N}(x) \setminus \{f\}} \mu^r_{f'}(1) \right) - \left( f_x(0) + \sum_{f' \in \mathcal{N}(x) \setminus \{f\}} \mu^r_{f'}(0) \right) \]

\[ = f_x(1) - f_x(0) + \sum_{f' \in \mathcal{N}(x) \setminus \{f\}} \nu^r_{f'} \]

In what follows, we provide computationally efficient expressions to assess the single-valued message sent from an activation vertex to a selection vertex, from an option vertex to a selection vertex, and from an option vertex to an equality vertex.

**Theorem 1.** The single-valued message from a participant’s activation vertex \( x_p \) to a selection vertex \( f_S \) can be assessed as:

\[ \nu^f_{x_p} = C_p + \sum_{f_s' \in \mathcal{N}(x_p) \setminus \{f_s\}} \nu^r_{f_s'} \]

**Proof.** The simple term \( f_a \) associated to vertex \( a \) is the addition of all the simple terms that have variable \( a \) in their scope (see Section 2.2.1). In the case of an activation vertex \( x_p \) this simple term corresponds to \( p \)'s activation term \( f_p \). Recall that, in RB-LBP, an activation term takes on the value of participant’s activation cost for \( x_p = 1 \) and zero otherwise (see Section 4.1.2). Therefore, using Equation A.12 from Lemma 1 we have that

\[ \nu^f_{x_p} = f_p(1) - f_p(0) + \sum_{f' \in \mathcal{N}(x_p) \setminus \{f\}} \nu^r_{f'} \]

\[ = C_p - 0 + \sum_{f' \in \mathcal{N}(x_p) \setminus \{f\}} \nu^r_{f'} \]

\[ = C_p + \sum_{f_s' \in \mathcal{N}(x_p) \setminus \{f_s\}} \nu^r_{f_s'} \]

\[ \square \]

**Theorem 2.** The single-valued message from an option vertex \( o \) to a selection vertex \( f_S \) can be assessed as:

\[ \nu^f_o = \nu^r_{f_E} \]

\[ \square \]
A.3. Message simplification

Proof. We begin from Equation A.12. Since option variables are not in the scope of any simple terms, we can cancel the first two terms in Equation A.12. Moreover, since an option vertex is connected only to a selection vertex $f_S$ and an equality vertex $f_E$ we can simplify the summation. Therefore, we have that

$$\nu_o^{f_E} = f_o(1) - f_o(0) + \sum_{f' \in N(o) \setminus \{f\}} \nu_{f'}^o,$$

$$= \sum_{f' \in N(o) \setminus \{f\}} \nu_{f'}^o,$n

$$= \nu_{f_E}^o.$$

Theorem 3. The single-valued message from an option vertex $o$ to an equality vertex $f_E$ can be assessed as:

$$\nu_o^{f_E} = \nu_{f_S}^o.$$ 

Proof. Follows the same reasoning as Theorem 2. That is we begin from Equation A.12. Then, we cancel the first two terms from Equation A.12 since option variable $o$ is not in the scope of any simple term. Last, we simplify the summation. Therefore, we have that

$$\nu_o^{f_E} = f_o(1) - f_o(0) + \sum_{f' \in N(o) \setminus \{f\}} \nu_{f'}^o,$$

$$= \sum_{f' \in N(o) \setminus \{f\}} \nu_{f'}^o,$$

$$= \nu_{f_E}^o.$$

Next, we turn our attention to the more challenging case of deriving efficient messages from composite vertices to simple vertices.

Theorem 4. The single-valued message from an equality vertex $f_E$, which is connected to option vertices $o$ and $o'$, to option vertex $o$ is exactly the last message received by the equality vertex from option vertex $o'$. Formally,

$$\nu_o^{f_E} = \nu_{o'}^{f_E}.$$ 

Proof. We begin by taking the difference between the messages sent by equality vertex $f_E$ to option vertex $o$ for the active and the inactive state of option variable $o$. From there, it is just a matter of applying Equations A.3 and A.11.

$$\nu_o^{f_E} = \mu_o^{f_E}(1) - \mu_o^{f_E}(0),$$

$$= \mu_{o'}^{f_E}(1) - \mu_{o'}^{f_E}(1),$$

$$= \nu_{o'}^{f_E}.$$
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Theorem 5. The single-valued message from a selection vertex \( f_S \) to its activation vertex \( a \) can be assessed as the maximum message received from its option vertices \( o_1, \ldots, o_n \). Formally,

\[
\nu_{f_S}^a = \max_{o \in N(f_S) \setminus \{a\}} \mu_{o}^{f_S}.
\]

Proof. We begin by taking the difference between the messages sent by selection vertex \( f_S \) to the activation vertex \( a \) for its active and the inactive state. Next, we apply Equations A.6 and A.5. Then, we simplify the terms that cancel out. In the final step, we apply Equation A.11.

\[
\nu_{f_S}^a = \mu_{f_S}^a(1) - \mu_{f_S}^a(0)
\]

\[
= \max_{o \in N(f_S) \setminus \{a\}} \left( \mu_{f_S}^o(1) + \sum_{o' \in N(f_S) \setminus \{a,o\}} \mu_{o'}^{f_S}(0) \right) - \sum_{o \in N(f_S) \setminus \{a\}} \mu_{f_S}^o(0)
\]

\[
= \max_{o \in N(f_S) \setminus \{a\}} \nu_{f_S}^o.
\]

Theorem 6. The single-valued message from a selection term \( f_S \) to any of its option terms can be assessed from the message received from the activation vertex \( a \) and the best message received from any of the option vertex \( \{o_1, \ldots, o_n\} \). Formally,

\[
\nu_{f_S}^o = \min(\nu_{f_S}^a, -\max_{o' \in N(f_S) \setminus \{a,o\}} \nu_{o'}^{f_S}).
\]

Proof. We begin by taking the difference between the messages sent by a selection term \( f_S \) to the option variable \( o \) for its active and the inactive state. Next, we apply Equations A.10 and A.7. Then, we expand the expressions \( \text{AllZeros} \) and \( \text{Select}(o') \) according to Equations A.8 and A.9. Afterward, we simplify the terms that cancel out. In the final step, we apply Equation A.11.

\[
\nu_{f_S}^o = \mu_{f_S}^o(1) - \mu_{f_S}^o(0)
\]

\[
= \mu_{f_S}^o(1) + \sum_{o' \in N(f_S) \setminus \{a,o\}} \mu_{o'}^{f_S}(0) - \max(\text{AllZeros}, \max_{o' \in N(f_S) \setminus \{a,o\}} \text{Select}(o'))
\]

\[
= \mu_{f_S}^o(1) + \sum_{o' \in N(f_S) \setminus \{a,o\}} \mu_{o'}^{f_S}(0)
\]

\[
- \max(\mu_{f_S}^o(0) + \sum_{o' \in N(f_S) \setminus \{a,o\}} \mu_{f_S}^{o'}(0), \max_{o' \in N(f_S) \setminus \{a,o,o'\}} \left( \mu_{f_S}^o(1) + \mu_{f_S}^{o'}(1) + \sum_{o'' \in N(f_S) \setminus \{a,o,o',o''\}} \mu_{f_S}^{o''}(0) \right))
\]

\[
= \min \left( \mu_{f_S}^o(1) - \mu_{f_S}^o(0), -\max_{o' \in N(f_S) \setminus \{a,o\}} \left( \mu_{f_S}^o(1) - \mu_{f_S}^{o'}(0) \right) \right)
\]

\[
= \min \left( \nu_{f_S}^a, -\max_{o' \in N(f_S) \setminus \{a,o\}} \nu_{f_S}^{o'} \right).
\]
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Summarizing, the single-valued messages sent from RB-LBP simple vertices to composite vertices can be assessed by means of the following expressions.

\[ \nu_{x_p}^{fs} = C_p + \sum_{f_{s'} \in N(x_p) \setminus \{f_s\}} \nu_{f_{s'}}^{x_p} \]

\[ \nu_o^{f_s} = \nu_{f_s}^0 \]

\[ \nu_o^{f_s} = \nu_{f_s}^0 \]

Moreover, the single-valued messages sent from RB-LBP composite vertices to simple vertices can be assessed by means of the following expressions.

\[ \nu_{f_s}^o = \nu_{f_s}^r \]

\[ \nu_{f_s}^r = \max_{o \in N(f_s) \setminus \{a\}} \nu_{o}^{f_s} \]

\[ \nu_{f_s}^r = \min(\nu_{f_s}^r, -\max_{o' \in N(f_s) \setminus \{a, o\}} \nu_{o'}^{f_s}) \]

Notice that, in the worst case, we have reduced the number of operations required to assess the message from a composite vertex to a simple vertex from exponential to linear. Moreover, the messages exchanged between vertices contain a single value rather than two values as would be required for binary variables in standard max-sum. Therefore, in this chapter we have provided expressions to assess the max-sum messages exchanged between RB-LBP’s vertices in a computationally efficient manner.
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CHAINME Efficient Message Computation

We devote this chapter to provide computationally efficient expressions to assess the value of the messages exchanged in CHAINME’s local term graph. Therefore, in Section 3.1, we review the expressions used in standard max-sum to assess the messages exchanged between the vertices in the local term graph. Then, in Section B.2, we study the particularities of CHAINME local terms. Finally, in Section B.3, we provide computationally efficient expressions to assess the single-valued messages exchanged between CHAINME’s local terms.

B.1 Message exchange in standard max-sum

The max-sum algorithm consists of a series of message exchanges between simple and composite vertices in a local term graph. Recall from Section 2.2.1 that a simple vertex is a vertex representing a local term whose scope is a single variable, whereas a composite vertex is a vertex representing a local term whose scope is two or more variables. Moreover, the message exchange between vertices is repeated until the algorithm either converges or it is stopped. Furthermore, recall from Section 2.2.2 that, in standard max-sum, the message from a composite vertex $f$ to a simple vertex $x$ is assessed by Equation B.1.

\[
\mu_x^f(x) = \max_{X_f \setminus \{x\}} \left\{ f(X_f) + \sum_{x' \in N(f) \setminus \{x\}} \mu_{x'}^f(x') \right\} \quad \forall x \in D_x \quad (B.1)
\]

where $X_{f \setminus \{x\}}$ can take every possible state of every variable in the scope of local term $f$ except $x$; $f$ is the local term associated to the composite vertex, and $N(f) \setminus \{x\}$ is the set of neighbors of $f$ excluding $x$.

On the other hand, the message from a simple vertex $x$ to a composite vertex
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\( f(\mu^f_x) \) is given by Equation [B.2]

\[
\mu^f_x(x) = f_x(x) + \sum_{f' \in N(x) \setminus \{f\}} \mu^f_{x'}(x) \quad \forall x \in D_x
\]  

(B.2)

where \( f_x \) is the simple term associated to \( x \) and \( N(x) \setminus \{f\} \) is the set of neighbors of \( x \) excluding \( f \).

Notice that these messages depend not only on the messages received from neighboring vertices but also on the value taken by the local term they represent. Moreover, the computation of messages from composite vertex to simple vertex takes exponential time. However, as argued in Section [2.2.4], this complexity can be reduced by studying the particularities of each particular local term.

### B.2 Message computation

In this section we study the particularities of CHAINME equilibrium terms. Moreover, we provide simplified expressions to assess the max-sum message sent from an equilibrium vertex to an activation vertex for both the active and the inactive state. This simplification is possible since equilibrium terms represent hard constraints which allows us to reduce the number of combinations to take into account when assessing the maximum in Equation [B.1].

Following standard max-sum equations, the message sent from the equilibrium vertex of the mediator agent for good \( g \) to the activation vertex of participant agent \( s \) representing a seller of good \( g \) for the state \( x_s \) is assessed as

\[
\mu^g_s(x_s) = \max_{S_g \setminus s, B_g} \left( m_g((S_g \setminus s, B_g) + \sum_{p \in S_g \setminus s \cup B_g} \mu^g_p(x_p) \right),
\]  

(B.3)

where \( S_{g \setminus s} \) denotes the sellers for good \( g \) excluding seller \( s \), and \( S_{g \setminus s} \) denotes the variables corresponding to the sellers in \( S_{g \setminus s} \). Similarly, \( B_g \) denotes the buyers for good \( g \) and \( B_g \) denotes the participant variables of the buyers of good \( g \).

Similarly, the message from the mediator agent for good \( g \) to the participant agent \( b \) representing one buyer of \( g \) for the state \( x_b \) can be assessed as

\[
\mu^g_b(x_b) = \max_{S_g, B_g \setminus b} \left( m_g((S_g, (B_g \setminus b, x_b)) + \sum_{p \in S_g \cup B_g \setminus b} \mu^g_p(x_p) \right),
\]  

(B.4)

where \( B_{g \setminus b} \) denotes the buyers for good \( g \) excluding buyer \( b \), and \( B_{g \setminus b} \) denotes the variables corresponding to the sellers in \( B_{g \setminus b} \). Similarly, \( S_g \) denotes the sellers for good \( g \) and \( S_g \) denotes the participant variables of the sellers of good \( g \).

In order to provide the simplified version for the assessment of messages sent from a mediator to a participant agent we need first to introduce a series of definitions and lemmas that will be used as building blocks for our proofs.
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Definition 1. We define the value of an assignment \( \langle S_g, B_g \rangle \) for good \( g \), \( w_g \), as
\[
w_g(S_g, B_g) = m_g(S_g, B_g) + \sum_{p \in S_g \cup B_g} \mu_g^p(x_p),
\]
where \( \mu_g^p(x_p) \) denotes the value of the last message received by \( g \) from neighbor \( p \) for state \( x_p \), and \( S_g \) and \( B_g \) are the sellers and buyers of good \( g \).

Definition 2. The optimal value for a good \( g \), \( w^*_g \), is the maximum attainable value for any assignment. That is,
\[
w^*_g = \max_{S_g, B_g} (w_g(S_g, B_g)).
\]

Definition 3. Optimal assignment, \( \langle S^*_g, B^*_g \rangle \), for a good \( g \)'s sellers and buyers, is an assignment that has the optimal value.

Definition 4. The number of exchanges in the optimal assignment, \( k(S_g, B_g) \), is the number of seller variables taking value one in the optimal assignment.

Note that, by the definition of the equilibrium term, the number of seller variables taking value one is the same as the number of buyer variables taking value one.

Recall that \( \nu_g^s \) is the difference between two states, namely \( \nu_g^s = \mu_g^s(1) - \mu_g^s(0) \). Let \( S^*_g = \langle s_1^*, \ldots, s_{|S_g|}^* \rangle \) be a sequence of the sellers for good \( g \) ordered decreasingly by the value of the last message sent to good \( g \). Similarly, let \( B^*_g = \langle b_1^*, \ldots, b_{|B_g|}^* \rangle \) be a sequence of the buyers of good \( g \) ordered decreasingly by the value of the last message sent to good \( g \).

Lemma 2. In the optimal assignment, either \( s_1^* \) and \( b_1^* \) are active or all participants are inactive.

Proof. Let \( \langle S^*_g, B^*_g \rangle^* \) be an optimal assignment with \( k(S_g, B_g) > 0 \) in which \( s_1^* = 0 \). Making any of the active sellers inactive and making \( s_1^* \) active instead will increase the value of \( w^*_g \) since it will equal to \( w^*_g - \nu_{s_1^*}^s + \nu_{b_1^*}^b \), and \( \nu_{s_1^*}^s > \nu_{s_i}^s \) for any \( s_i \neq s_1^* \), and we have a contradiction. The same reasoning can be applied to \( b_1^* \).

Lemma 3. The optimal value for good \( g \) can be assessed as
\[
w^*_g = \sum_{j=1}^{\eta} \left( \mu_{s_j}^g(1) + \mu_{b_j}^g(1) \right) + \sum_{j=\eta+1}^{\left| S_g \right|} \mu_{s_j}^g(0) + \sum_{j=\eta+1}^{\left| B_g \right|} \mu_{b_j}^g(0),
\]
where \( \eta = \max\{j| \nu_{s_j}^s + \nu_{b_j}^b \geq 0, s_j \in S_g, \text{ and } b_j \in B_g \} \).

Proof. By induction on \( \eta \).

Base case. Taking \( \eta = 0 \), in Equation (B.7) we get
\[
w^*_g = \sum_{j=1}^{r} \mu_{s_j}^g(0) + \sum_{j=1}^{t} \mu_{b_j}^g(0).
\]
Assume there exists another assignment with a value higher than \( w^* \). By Lemma 2, such assignment must contain \( s^* \) and \( b^* \). But removing \( s^* \) and \( b^* \) from that assignment will increase the value of the assignment (since \( \mu^g_{s^*} + \mu^g_{b^*} < 0 \) for \( \eta = 0 \)), contradicting the existence of such assignment.

Induction case. Assuming that the lemma holds for \( \eta - 1 \). Let \( (S^g, B^g) \) be an optimal assignment with \( \eta > 0 \). By Lemma 2 we know that \( x_{s^*} = 1 \) and \( x_{b^*} = 1 \). Taking \( S' = S \setminus \{s^*\} \) and \( B' = B \setminus \{b^*\} \), we have that \( k(S', B') = k(S, B) - 1 = \eta - 1 \) since we have just removed \( s^* \) and \( b^* \).

Hence, by induction, in a scenario without seller \( s^* \) and buyer \( b^* \), the value of the optimal assignment will be:

\[
\begin{align*}
\eta \sum_{j=1}^{\eta} (\mu^g_{s^* j} (1) + \mu^g_{b^* j} (1)) + \sum_{j=\eta+1}^{|S|} \mu^g_{s^* j} (0) + \sum_{j=\eta+1}^{|B|} \mu^g_{b^* j} (0). \tag{B.9}
\end{align*}
\]

Adding seller \( s^* \) and buyer \( b^* \) back, we have that

\[
\begin{align*}
\eta \sum_{j=1}^{\eta} (\mu^g_{s^* j} (1) + \mu^g_{b^* j} (1)) + \sum_{j=\eta+1}^{|S|} \mu^g_{s^* j} (0) + \sum_{j=\eta+1}^{|B|} \mu^g_{b^* j} (0) \\
= \sum_{j=1}^{\eta} (\mu^g_{s^* j} (1) + \mu^g_{b^* j} (1)) + \sum_{j=\eta+1}^{|S|} \mu^g_{s^* j} (0) + \sum_{j=\eta+1}^{|B|} \mu^g_{b^* j} (0). \tag{B.10}
\end{align*}
\]

Note that \( \eta \) relates to the number of active buyers and sellers that would take place in the optimal assignment. In other words, \( \eta = k(S, B) \). Furthermore, we can define the set of active buyers and the set of active sellers in the optimal assignment as follows.

**Definition 5.** We define the set of active sellers of good \( g \) in the optimal assignment, \( S^g_{a} \), as those participants that are sellers of good \( g \) and active in the optimal assignment. More formally,

\[
S^g_{a} = \{ p_i | p_i \in S^g, p_i \in \{s^*_1, \ldots, s^*_\eta\} \}. \tag{B.11}
\]

**Definition 6.** We define the set of active buyers for good \( g \) in the optimal assignment, \( B^g_{a} \), as those participants that are buyers of good \( g \) and active in the optimal assignment. More formally,

\[
B^g_{a} = \{ p_i | p_i \in B^g, p_i \in \{b^*_1, \ldots, b^*_\eta\} \}. \tag{B.12}
\]

At this point we have all the tools we need to provide more efficient expressions to assess the message sent from a mediator agent to a participant agent for both its active and its inactive state. First, in Lemma 4 we provide the
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expression to assess the message from mediator $g$ to the participant agent representing a seller $s$ for the inactive state. Then, in Lemma 5, we provide the expression to assess the message for the active state. Finally, in Lemmas 6 and 7, we provide the expression to assess the messages from mediator $g$ to buyer $b$ for its the inactive and inactive respectively.

Lemma 4. The message from mediator $g$ to one of its sellers $s \in S_g$ for its inactive state can be assessed as

$$
\mu_g^s(0) = \begin{cases} 
w^*_g - \mu_g^s(1) + \max(\nu_{g,s^+1}, -\nu_{g,b}), & \text{if } s \in S_g^a \\
w^*_g - \mu_g^s(0), & \text{otherwise.} \end{cases}
$$

(B.13)

Proof. We want to obtain the expression for the message from the mediator of good $g$ to its seller $s$ for the inactive state, $\mu_g^s(0)$, from the expression of the optimal value for good $g$, $w^*_g$. In order to do so, we will explore two scenarios, one in which the seller is part of the optimal assignment and one in which she is not. For each of the scenarios we will find the differences between the expression for the optimal value (Equation B.6) and the equation used in standard max-sum to assess the message from good $g$ to seller $s$ for the inactive state (Equation B.3). After assessing these differences, proving the lemma will be straightforward.

Assume that $s$ is not part of the optimal assignment ($s \notin S_g^a$). The expression for the optimal value and the expression for the message from good $g$ to seller $s$ for the inactive state are almost identical. In fact, the only difference is that the latter lacks the last message received by the mediator for good $g$ from seller $s$ for the inactive state. Therefore, if $s$ is not part of the optimal assignment, the message from the mediator for good $g$ to seller $s$ for the inactive state can be assessed by subtracting $\mu_g^s(0)$ from the value of the optimal assignment.

Now, assume that $s$ is part of the optimal assignment ($s \in S_g^a$). In this case, the expression for the optimal value and the expression for the message from the mediator for good $g$ to seller $s$ will differ in two things. First, similarly as happened in the previous case, the expression for the optimal value will contain the last message received from $s$ for the active state ($s$ is active in the optimal assignment). Second, by forcing $s$ to be inactive, we are removing $s$ from the optimal assignment, thus breaking the equilibrium constraint defined by $m_g$. To mend it, we need to either add a new seller or remove a buyer from the assignment. The best seller we can add to the assignment is be $s^\succ_{s^+1}$. And the best buyer we can remove is be $b^\succ_{b^+1}$. The expression follows directly from this reasoning.

Lemma 5. The message from mediator $g$ to one of its sellers $s$ for its active state can be assessed as

$$
\mu_g^s(1) = \begin{cases} 
w^*_g - \mu_g^s(1), & \text{if } s \in S_g^a \\
w^*_g - \mu_g^s(0) + \max(-\nu_{s^+1}^g, \nu_{b^+1}^g), & \text{otherwise.} \end{cases}
$$

(B.14)

Proof. Follows the same reasoning as Lemma 4. We want to obtain the expression for the message from the mediator of good $g$ to its seller $s$ for the active
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state, $\mu^g_b(1)$, from the expression of the optimal value for good $g$, $w^*_g$. In order to do so, we will explore two scenarios, one in which the seller is part of the optimal assignment and one in which she is not. For each of the scenarios we will find the differences between the expression for the optimal value (Equation B.6) and the expression used in standard max-sum to assess the message from good $g$ to seller $s$ for the inactive state (Equation B.3). After assessing these differences, proving the lemma will be straightforward.

Assume that $s$ is part of the optimal assignment ($s \in S^g_a$). The expression for the optimal value and the expression for the message from good $g$ to seller $s$ for the active state are almost identical. In fact, the only difference is that the latter lacks the last message received by the mediator for good $g$ from seller $s$ for the active state. Therefore, if $s$ is part of the optimal assignment, the message from the mediator for good $g$ to seller $s$ for the active state can be assessed by subtracting $\mu^g_b(1)$ from the value of the optimal assignment.

Now, assume that $s$ is not part of the optimal assignment ($s \notin S^g_a$). In this case, the expression for the optimal value and the expression for the message from the mediator for good $g$ to seller $s$ will differ in two things. First, similarly as happened in the previous case, the expression for the optimal value will contain the last message received from $s$ for the inactive state ($s$ is inactive in the optimal assignment). Second, by forcing $s$ to be active, we are adding $s$ to the optimal assignment, thus breaking the equilibrium constraint defined by $m_g$. To mend it, we need to either add a new buyer or remove a seller from the assignment. The best buyer we can add to the assignment is be $b_{\succ \eta + 1}$. And the best seller we can remove is be $s_{\succ \eta}$. The expression follows directly from this reasoning.

Lemma 6. The message from mediator $g$ to one of its buyers $b \in B_g$ for its inactive state can be assessed

$$\mu^b_g(0) = \begin{cases} w^*_g - \mu^g_b(1) + \max(\nu^g_{b_{\succ \eta + 1}}, -\nu^g_{s_{\succ \eta}}), & \text{if } b \in B^g_a \\ w^*_g - \mu^g_b(0), & \text{otherwise} \end{cases}$$

(B.15)

Proof. The demonstration is identical to that of Lemma 4 exchanging sellers for buyers.

Lemma 7. The message from mediator $g$ to one of its buyers $b \in B_g$ for its active state can be assessed as

$$\mu^b_g(1) = \begin{cases} w^*_g - \mu^g_b(1), & \text{if } b \in B^a_g \\ w^*_g - \mu^g_b(0) + \max(-\nu^g_{s_{\succ \eta}}, \nu^g_{s_{\succ \eta + 1}}), & \text{otherwise} \end{cases}$$

(B.16)

Proof. The demonstration is identical to that of Lemma 5 exchanging sellers for buyers.

B.3 Message simplification

In this section we provide simplified equations to assess the single-valued messages exchanged between mediator and participant agents in CHAINME in a com-
putationally efficient manner. Moreover, we prove that the expressions provided in Chapter 5 are equivalent to standard max-sum’s. We begin by proving in Theorem 7 that the expression used by CHAINME to assess the message sent from a participant agent to a mediator agent (Equation 5.5) is equivalent to standard max-sum’s. Then, we prove the equivalence of the expressions to assess the message sent from a mediator agent to a participant agent representing a seller (Equation 5.6) and to a participant agent representing a buyer (Equation 5.7) respectively in Theorems 8 and 9.

**Theorem 7.** The single-valued message from participant agent \( p \) to the mediator for good \( g \) \((\nu^g_p)\) can be assessed as the addition of all messages received by \( p \) from its neighboring mediators, excluding the message received from \( g \), plus \( p \)’s activation cost. More formally,

\[
\nu^g_p = C_p + \sum_{g' \in N(p) \setminus \{g\}} \nu^p_{g'}.
\]  

(B.17)

Proof. The simple term \( f_p \) associated to vertex \( p \) is the addition of all the simple terms that have variable \( x_p \) in their scope (see Section 2.2.1). In the case of an activation vertex \( x_p \), this simple term corresponds to \( p \)’s activation term. Recall that, in CHAINME, an activation term takes on the value of participant’s \( p \) activation cost \((C_p)\) for \( x_p = 1 \) and zero otherwise. Recall from Lemma 4 that the single-valued message from a simple term to a composite term can be assessed by the following expression:

\[
\nu^f_x = f_x(1) - f_x(0) + \sum_{f' \in N(x) \setminus \{f\}} \nu^f_{f'}.
\]  

(B.18)

Therefore, using Equation B.18 we have that

\[
\nu^g_p = f_p(1) - f_p(0) + \sum_{g' \in N(p) \setminus \{g\}} \nu^g_{g'}.
\]

\[
= C_p - 0 + \sum_{g' \in N(p) \setminus \{g\}} \nu^p_{g'}.
\]

\[
= C_p + \sum_{g' \in N(p) \setminus \{g\}} \nu^p_{g'}.
\]

Next, in order to provide the efficient expressions for the messages sent from a mediator to a seller and from a mediator to a buyer, we will make use of the bid-ask interval \((\tau^-, \tau^+)\) from Section 2.1.2. Recall that these values can be assessed as follows:

\[
\tau^- = \max(-\nu^g_{a^{-1}}, \nu^g_{b^{-1}})
\]  

(B.19)

\[
\tau^+ = \min(-\nu^g_{a^{+1}}, \nu^g_{b^+}).
\]  

(B.20)
Theorem 8. The single-valued message from the mediator of good \(g\) to its seller \(s\) can be assessed as:

\[
\nu^s_g = \begin{cases} 
\tau^+ & \text{if } s \in S^a_g \\
\tau^- & \text{otherwise}
\end{cases}
\]  
(B.21)

Proof. We begin by taking the difference between the messages sent by mediator for good \(g\) to a seller \(s\) for the inactive and the active state (Equations B.13 and B.14 from Lemmas 4 and 5). From there, it is just a matter of expanding both messages and applying the definition of \(\tau^+\) and \(\tau^-\) given by Equations B.19 and B.20.

\[
\nu^s_g = \mu^s_g(1) - \mu^s_g(0) \\
= \begin{cases} 
w^g_s - \mu^s_g(1) - \left(w^g_s - \mu^s_g(1) + \max(\nu^g_{s+1}, -\nu^g_{b_s})\right), & s \in S^a_g \\
w^g_s - \mu^s_g(0) + \max(-\nu^g_s, \nu^g_{b_s+1}) - \left(w^g_s - \mu^s_g(0)\right), & \text{otherwise.}
\end{cases}
\]  
(B.22)

Next, we focus on the messages sent from a mediator to the buyers for the good she is mediating.

Theorem 9. The single-valued message from the mediator of good \(g\) to her buyer \(b\) can be assessed as:

\[
\nu^b_g = \begin{cases} 
-\tau^- & \text{if } b \in B^g_g \\
\tau^+ & \text{otherwise}
\end{cases}
\]  
(B.23)

Proof. Follows the same reasoning as that applied in Theorem 8. We begin by taking the difference between the messages sent by mediator for good \(g\) to a buyer \(b\) for the inactive and the active state (Equations B.15 and B.16 from Corollaries 6 and 7). From there, it is just a matter of expanding both messages.
and applying the definition of $\tau^+$ and $\tau^-$ given by Equations B.19 and B.20

$$\nu^b_g = \nu^b_g(1) - \nu^b_g(0)$$

$$= \begin{cases} 
  w^* - \mu^b_g(1) - \left( w^* - \mu^b_g(1) + \max(\nu^g_{b+1}, -\nu^g_s) \right), & \text{if } b \in B^a_g \\
  w^* - \mu^b_g(0) + \max(-\nu^g_b, \nu^g_{s+1}) - \left( w^* - \mu^b_g(0) \right), & \text{otherwise}
\end{cases}$$

$$= \begin{cases} 
  -\max(\nu^g_{b+1}, -\nu^g_s), & \text{if } b \in B^a_g \\
  \max(-\nu^g_b, \nu^g_{s+1}), & \text{otherwise}
\end{cases}$$

(B.24)

$$\nu^s_g = \begin{cases} 
  \tau^+, & \text{if } s \in S^a_g \\
  \tau^-, & \text{otherwise}
\end{cases}$$

$$\nu^b_g = \begin{cases} 
  -\tau^-, & \text{if } b \in B^a_g \\
  -\tau^+, & \text{otherwise}
\end{cases}$$

Notice that, in the worst case, we have reduced the number of operations required to assess the message from a composite vertex to a simple vertex from exponential to log-linear (the time required to sort the messages received by the equilibrium term).
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Walsh and Wellman’s Supply Chain Formation problems

In this chapter collect the SCs described by Walsh and Wellman in [Walsh and Wellman, 2003]. These SCs are relatively small (33 participants at most), therefore they are not good candidates to test the scalability of SCF methods. However, these SCs have been studied in detail by Winsper et al. in [Walsh and Wellman, 2003, Winsper and Chli, 2010, Winsper and Chli, 2013] and represent a good reference point for a more detailed for comparing SCF methods.

Each figure represents a different SC network. Moreover, boxes represent participants, whereas circles represent goods at trade. Take for instance the SC represented in Figure C.1. In this SC there are five participants ($p_1, p_2, p_3, p_4,$ and $c_2$) and three goods at trade ($g_1, g_2,$ and $g_3$). Furthermore, arrows represent potential flows of goods. For instance, in Figure C.1 participant $p_1$ is willing to sell good $g_1$ to participant $p_3$. Finally, the label below the rightmost participants in each SC represents its activation cost. These costs are calculated in order to ensure the existence of a solution in which a profitable SC configuration exists in 90% of the instances when the activation costs for the rest of the participants are drawn from a uniform distribution $U(0,1)$ [Walsh and Wellman, 2003]. Back in Figure C.1 the activation cost for participant $c_2$ is set to 1.216.
Appendix C. Walsh and Wellman’s Supply Chain Formation problems

Figure C.1: Supply Chain Formation problem SIMPLE.

Figure C.2: Supply Chain Formation problem BIGGER.

Figure C.3: Supply Chain Formation problem GREEDY-BAD.
Figure C.4: Supply Chain Formation problem MANY-CONS.

Figure C.5: Supply Chain Formation problem TWO-CONS.
Figure C.6: Supply Chain Formation problem UNBALANCED.
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